
REVISION NOTICE TABLE

	DATE
	DESCRIPTION OF REVISION

	
	

	1 April 2025
	Updated channel names & formats in TOB & loop files.   GG & SH

	2 Dec 202
	Corrected units for DMSP_Dissolved &DMSP_Total. G.G.

	23 July 2024
	Added Cesium data.

	25 Nov 2021
	Corrected  the Salinity:Bottle precision lost during HPLC addition. S.H.

	30 August 2020
	Added HPLC data. S.H.

	27 July 2020
	Changes to DMSP precision, flags  G.G.

	16 Jul 2015
	Added DMSP to CHE files. G.G.

	11-Jun-2013
	Added Iron profile files with cast numbers 8xxx from Keith Johnson’s spreadsheet file which can be found in the cruise .DOC directory.

	8 July 2013
	Corrections to Nitrate and Phosphate data; see headers for details.

	9August 2013
	Corrected time in CHE files


PROCESSING NOTES
Cruise: 2011-26



Agency: OSD
Location: Line P

Project: Line P
Party Chief: Robert M.

Platform: John P. Tully
Date: June 3, 2011 – June 21, 2011
Processed by: Germaine Gatien

Date of Processing: 22 November 2011 – 16 January 2012
Number of original HEX files: 62

Number of CTD files:   62
Number of bottle casts:
62
Number of original TSG files:   6
INSTRUMENT SUMMARY
SeaBird Model SBE 911+ CTD (#0550) was used for this cruise. It was mounted in a rosette and attached were a Wetlabs CSTAR transmissometer (#1185DR), an SBE 43 DO sensor (#1176), a Wet Labs Eco-AFL/FL Fluorometer (#2216), a Biospherical QSP-400 PAR sensor (#4601) and an altimeter (no serial # available). 
The deck unit was a Seabird model 11, serial #0471. 
All casts were run with the LARS mid-ship station. 
The salinometer used at IOS was a Guildline model 8400B Autosal, serial # 68572. 
A thermosalinograph (SeaBird 21 S/N 3363) was mounted with a Wetlab/Wetstar fluorometer (WS3S-713P), remote temperature sensor #0603 and a flow meter. 
SUMMARY OF QUALITY AND CONCERNS
The CTD log had an equipment list, but it was missing altimeter and TSG information. The altimeter serial number was also missing from the configuration file. The TSG serial number was not recorded, though the sampling notes make it clear that one was used. The rosette logs were in good order and notes from the Chief Scientist cleared up cases where the logs were confused. 
Errors in format in the entries of station name and water depth prevented that information from appearing in the IOS headers, so the hex files had to be edited. The colon is critical in entries like STATION: B1 and Depth (m): 125. Entries that apply to the whole cruise are easy to fix, but those that vary from cast to cast are not.

There were many significant outliers in the comparison of CTD salinity and bottle samples. Above 125m the bottles were sometimes higher and sometimes lower than the CTD. Below 125m all outliers involved CTD salinity being lower than bottle samples, except for one case where the Niskin had not closed at the right depth. No evidence was found to suggest there was a problem with the Autosal or the CTD. Internal standards were run 9 times during the analysis and had a standard deviation of <0.001. When 14% of the samples were excluded as outliers, the CTD salinity channels were found to be lower than bottles by 0.0023 and 0.0015. Salinity analysis was done about 3 months after collection. In other recent cruises there has been evidence that waiting 3 months or more before analyzing salinity samples leads to results like these. It is likely that 3 months allows significant evaporation. 
The WetLabs ECO fluorometer was used for this cruise. It does not need to be pumped but has a poorer time response. The traces are thus much smoother than from the SeaPoint and the alignment needs a larger correction. 
The Dissolved Oxygen sensor calibration drifted through the cruise. While preparing 10 different configuration files might produce a better fit for the 10 casts for which there was DO sampling, that is cumbersome and does not address the casts without such samples. A linear time-dependent correction was derived that reduces the time-dependence in the data quite effectively, though the method used is least reliable for the deepest data. This accounts for at least some of the hysteresis seen below 4000db from about cast #55 onwards. 
The Oxygen:Dissolved:SBE data are considered, roughly, to be:


±0.4mL/L from 0 to 150db


±0.2mL/L from 150db to 400db


±0.1mL/L below 400db (mostly low below 3000db)

The new TSG system has the remote temperature sensor attached serially which means those configuration parameters are not checkable, except by connecting the instrument to a computer and using SEATERM. They do not appear in the configuration file or in the file headers. This means the values cannot be confirmed to be correct in processing. So great care will be needed to check that the parameters are entered correctly at the beginning of the cruise, or to ensure that no-one changes the TSG configuration at any time without making a note about exactly what was done. If there is a way to get a printout of the calibration parameters through SEATERM that would be helpful. 
Both TSG temperature channels looked fine on this cruise; the intake temperature data from a previous cruise using this equipment was found unreliable, so this demonstrates that the earlier problem disappeared on its own or was corrected. For these data the big problem was salinity. Large sections of data have been removed. The biggest problems were seen in the casts westward of P8. The comparison of extracted chlorophyll and nutrients from the loop with those from 2 rosette casts suggest no obvious problem with the loop. The TSG lab temperature and fluorescence compare reasonably well with the CTD values, again suggesting no obvious problem with the loop. Often when a new file started the data quality was good for a while, so it is possible that there was a problem in the flow to the conductivity sensor that cleared in that process.
Two changes have been made to processing methods for all cruises that occurred from January 2011 onwards:

· A new approach is being taken to the recalibration of the SBE Dissolved Oxygen data. The voltage channel is compared with bottles to find the slope and offset to enter in the configuration files. This method is the standard approach and is recommended by SeaBird.
· The transmissivity conversion has also been changed slightly so that it follows the method outlined in SeaBird Application Note 91. For more information on this see the document in folder: OSD_data_Archive\Cruise_Data\DOCUMENTS\Transmissivity

PROCESSING SUMMARY 
1. Seasave
This step was completed at sea; the raw data files have extension HEX.

2. Preliminary Steps

The Log Book and rosette log sheets were obtained as well as sampling notes summarizing problems and points of interest with reference to processing. An error in file name format for 1 cast was corrected in the raw files. 
Extracted chlorophyll, nutrients, dissolved oxygen, salinity and DMS data were obtained in spreadsheet format from the analysts. The file creation date was added to the names of those files to avoid confusion in case some changes need to be made later. The draw temperature was recorded for DO sampling so concentration can be calculated in mass units as well as mL/L.

The cruise summary sheet was completed.
The history of the pressure sensor, conductivity and DO sensors were obtained. All had been recalibrated shortly before this cruise.
The calibration constants were checked for all instruments. There were a number of errors in the con files:

· The PAR sensor parameters are not correct for the serial number given, #4601. They would fit sensor #4565, but the chief scientist made it clear that the serial number was correct. The parameters were changed to match #4601.
· The transmissometer calibration was entered correctly, but starting with 2011 cruises the algorithm for determining the slope and offset has been changed slightly to fit the method recommended by Sea-Bird. So the slope and offset were recalculated and those values entered in the configuration file. The result will be higher values by <1%.

· The calibration for the Wetlabs Eco fluorometer could not be confirmed. The parameters entered are close to those on the characterization sheet from the factory, but the slight difference in dark value suggests that a field test was done, but the test date is not entered in the configuration file. This value will be assumed correct, since no one is available to confirm this.

After these corrections the configuration file was saved as 2011-26-ctd.con. 
The PAR sensor was not always mounted. Based on notes from the chief scientist cast lists were prepared with and without PAR so that it will be easy to remove PAR as appropriate.
3. Initial Rosette File Conversion and DO Calibration Study 

In order to study the SBE Dissolved Oxygen sensor calibration, rosette files were converted that included Oxygen Saturation (ml/l) and bottle position. The ROS files were converted to IOS HEADER format. Those files were put through CLEAN to add event numbers (*.BOT). The BOT files were then averaged to enable an ADDSAMP file to be prepared so that sample numbers can be added to the BOT files to produce SAM files. (Since bottles were fired out of order, the file was 1st order on bottle position, sample #s added and it was then reordered on bottle number.) Sample numbers were added to the ADDSAMP file based on rosette log records. Note that while in general the sample numbers were entered in order of Niskin bottle #, cast #2 was an exception.
The ADDSAMP file was then used to add sample numbers to the BOT files and those files were bin-averaged on bottle numbers to produce SAMAVG files. Those files were then exported to a spreadsheet 2011-26-DO-cal.csv. The titrated DO values were added to that file and lines removed for which there was no DO sampling.   A calculations was made of  Ф  using the equation:
 Ф = Oxsol (T,S) * (1.0 + A*T + B*T2 + C*T3) * e (E*P/K)
where A, B, C and E are taken from the calibration sheet for the sensor and P,T and K are from the CTD channels – K is temperature in Kelvin degrees.   Then the ratio Titrated DO/ Ф was calculated and plotted against the SBE DO Voltage. This fit provides the M and B for the following equation:

Titrated DO/ Ф = M*(SBE DO Voltage) + B 

From M and B the parameters Soc and Voffset that are to be entered in the DO configuration are:

Soc = M

Voffset = B/M

The fit using all data gave M = 0.467 and B = -0.2441 with an R2 value of 0.9987. No sever outliers were seen. In order to gradually remove outliers, the initial estimates of M and B were used to calculate a difference between each point and the fit:
  
Difference = M*Voltage – B – DO/Phi

When the data were sorted on that difference, plots could be made varying the severity of the outlier removal. All values flagged “3” or “4” were placed at the bottom of the table so they could be removed first. When removing a little more data has little effect on the fit, it may be judged that a reasonable value has been found unless, in so doing, a whole class of points has been removed such as all high values, or all values from late in the cruise. For these data the fit with all data is reasonably good and removing points has little effect on the slope and offset. When 21 points are excluded the value of SOC and Voffset are 0.467 and -0.5229 respectively and R2=0.9998. The slope and offset increased slightly from the previous cruise on which the equipment was used (2011-44); that looks reasonable.
Outliers were noted and will be investigated later when COMPARE is run. 

The configuration files were updated with the new parameters Soc and Voffset and saved with names 2011-26-ctd550-new.con. 
The ROS files will need to be reconverted, but only after the hex files are fixed.
4. Hysteresis Study 
This sensor has been recalibrated since the last hysteresis checks were done. Fine-tuning of parameters E, H1 and H3 in the configuration can reduce hysteresis, but usually only changing E has been found to have a significant effect. 
Using file 2011-26-do-calibration.xls a study was made of the effect of changing E. After removing the 21 points farthest from the fit, the other data were sorted on pressure to see if the fits above and below the DO minimum are significantly different, and if varying E reduces the differences. Plots were made of data with voltage between 0.6 and 1.6 above 800m and below 1200m. The slope/offset pairs were found for each value of E (from 0.035 to 0.039) above and below the minimum. 
Those values were then used to calculate associated DO concentration using a variety of voltage values. Then the differences were found between the two levels. The best choice of E is assumed to be the one that shows the smallest difference between the two groups. That choice is dependent on voltage. For voltage = 1, the best choice is E=0.0365, while E=0.036 looks bests for voltage = 0.9 and E=0.035 looks best for voltage = 0.8. Then the best choice shifts to at least 0.039 for voltage = 0.7 and 0.6. Higher values of E might have worked better for those levels but were not investigated since they were obviously not ideal for most of the data. Since the largest voltage seen below the minimum was ~1, there is no need to investigate above that level. When voltage is <0.8 the variations are actually very small, so fine-tuning to suit those levels is not important. At a voltage of 3.5 the choice of E can affect values by 0.003 whereas as voltage = 0.6 the variations are <0.0007. 
The nominal value, E=0.36 looks like the best choice overall.

The H1 and H3 parameters can also be varied to improve the hysteresis. Varying those parameters usually has very little effect and there is no evidence of a problem. But if COMPARE shows otherwise, this issue will be revisited.
5. BOTTLE FILE PREPARATION 
In the course of doing the dissolved oxygen tests it was discovered that station names and water depths were not appearing in the IOS headers because a colon was missing in the hex files. In order to correct this, the hex files were edited. This is easier than fixing both ROS and CHV files. At the same time a few station names were changed to standard format (P 2 to P2).
The ROS files were recreated with the new configuration parameters. They were put through CLEAN to create BOT files. Temperature and salinity were plotted for all BOT files and 6 casts had significant outliers. Primary salinity was cleaned lightly in casts 16, 25, 52 and 75 using CTDEDIT; secondary salinity was cleaned in casts #48 and 82. The output files were then copied to BOT. 

A preliminary header check turned up no problems with off-scale fluorescence, but the minimum values are slightly negative, as was found for 2011-44. For that cruise the data were recalibrated to add 0.062mL/L which will be likely be needed for this cruise too. 

The addsamp.csv file prepared in the DO calibration step was sorted on Event_Number and Sample_Number and then converted to CST files. The CST files will form the framework for the bottle files. The CST files were sorted on Bottle_Number to create CST1 files. 

ADD TIME CHANNEL was used to add a time channel to the BOT files to enable a time-dependent calibration. Output: BOTTIME

The BOTTIME files were also used to create SAM files with bottle #s and bottle positions. In doing so it was discovered that there were some errors in the ADDSAMP for two problem casts:
· There was a lot of confusion about what happened during cast #2. The rosette sheet had been corrected but not in a way that was easy to understand. The Niskin #s were correct but the firing order #s were not. Usually sample #s are assigned in order of Niskin #s, but for this cast they are not, so there will likely be some problems in merging files.

· For cast #21 there were 24 bottles fired, only 22 shown on the rosette sheet and a note in the log book that 23 were fired. The last 2 bottles were fired at 44db and 11db after a 3db bottle. There were no comments about what happened during this cast, though there are a few numbers in the confirmed pressure columns that appear to be Niskin #s. A “best guess” was arrived at after and used to assign sample numbers. The merged files will be studied carefully to see if the samples look like they are assigned to the correct CTD data.
The SAM files were then bin-averaged. 
The lines for any bottles fired without sample #s assigned were removed from the SAMAVG files.
Next, each of the analysis spreadsheets were examined to see what comments the analyst wanted included in the header file. These were used to create file 2011-26-bot-hdr.txt; it may need further editing to reflect problems found during processing.

Dates of creation were added to the names of spreadsheets from analysts.

EXTRACTED CHLOROPHYLL 

Extracted chlorophyll and phaeo-pigment data were obtained in file QF2011-26chl.xls. The file included comments and flags and an event-number column. A simplified version of the spreadsheet was prepared in which some columns were removed and the file was saved as 2011-26chl.csv which was then converted to individual CHL files. The analyst noted that there was some confusion over sample #s on the last day, so careful checks will be made after the bottle files are compiled to see that the results look reasonable. 
DISSOLVED OXGYEN

Dissolved oxygen data were provided in spreadsheet 2011-26oxy.xls which includes flags, comments and a precision study. Draw temperatures are available. The spreadsheet page with the final data was simplified by removing a few unnecessary columns and the file was then saved as 2011-26oxy.csv. That file was converted into individual *.OXY files. When COMPARE is run checks should be made of cast #55 and sample #757 since there were some questions about quality but no flags added. Also there were many samples with the comment “bubbles in sample” in the raw data but not in the final data since the titration seemed ok; if any of these are outliers that comment should probably be added to the CHE files.
DMS

DMS data were obtained in file DMS 2011-26 summary.xls. The file was saved as 2011-26dms.csv and edited. There was just 1 flag which was in the same column as the data with no comments about why that value was considered bad, it is assumed that there were no problems to report. All entries “<” were replaced with “0”; a note in the header will explain that the minimum detectable level is 0.1. There was a set of duplicates for each cast sampled and they were both reported. The pairs were replaced by a single line with the average value and flag “6” was added. Headers were changed to standard format and unnecessary columns were removed; an event number column was added and filled in with information from the log book. The file was then converted to individual DMS files.
SALINITY

Salinity analysis was done at IOS and received in file 2011-26.xls. This was renamed as 2011-26sal.xls.  There was a comments column with a few entries; there was no quality flag channel; flags were added as appropriate plus comments. The file was then saved as 2011-26sal.csv; and for that version a flag channel was added. Some columns were removed and a column was added for the event number – the latter information was found in the log book. 
There were duplicates which had not been averaged and loop samples, plus some samples to go with iron studies. Those were removed to separate spreadsheets. Then the file was converted to individual SAL files.
The loop samples were copied to file 2011-26-loop.csv and then removed from the basic file.

The iron samples were copied to file 2011-26-fe-sal.csv and removed from the basic file.

The duplicates were copied to a separate file 2011-26-duplicate-sal.csv. The Chauvenet criterion was used to decide whether differences were large enough to justify rejection, and for one case it was. The averages substituted for the two entries and flag “6” was added, except for the Chauvenet outlier for which “36” was entered. For many of the duplicates there was also a second Niskin at the same depth. The duplicates will be re-examined after COMPARE is run.
There were internal standards used in the salinity analysis. Those were copied to a separate file and saved as 2011-26-standard-sal.csv. There were 8 such samples from this cruise and 1 other from another cruise run with the 2011-26 samples. It appears that for this series of runs the internal standards are good to +/-0.002 with all but 1 value falling within 0.001 of the average. Perhaps a good strategy would be to run 2 or 3 of the internal standards at the beginning. Having established the current standard value, run these samples as often as practical and then, if the difference is >0.001 run a 2nd one. If they both suggest drift, then it is likely time to re-standardize. 
The greatest differences come from the first sample run each day. For days #2 and 3 there seems to be a steady drift upwards, perhaps due to temperature drift. The use of these standards should lead to more confidence in the Autosal results.
	Date
	Sample Order
	Salinity
	Salinity - Average

	22-Sep
	1
	34.5921
	0.0016

	"
	44
	34.5903
	-0.0002

	"
	92
	34.5903
	-0.0002

	26-Sep
	93
	34.5899
	-0.0006

	"
	153
	34.5903
	-0.0002

	"
	191
	34.5909
	0.0004

	27-Sep
	197
	34.5895
	-0.0010

	"
	198
	34.5902
	-0.0003

	"
	?
	34.5910
	0.0005

	
	average all
	34.5905
	

	
	std. dev.
	0.0008
	

	
	avg-1 outlier
	34.5903
	

	
	std. dev.
	0.0005
	


The only value that differed from the average by >0.001 was the first which was run immediately after regular standard. 
During event #67 there were 22 bottles fired at 2000db. The standard deviation was 0.0065 when all samples were included and 0.0019 when 2 outliers were excluded. This will be studied further when COMPARE is run.

The file was converted into individual SAL files. 
NUTRIENTS

The nutrient data were obtained in spreadsheet QF2011-26nuts.xls which included a report on precisions.  The file was simplified, reordered on sample numbers, header names were changed to standard format and the file was saved as 2011-26-nuts.csv. Comments had “Nuts:” placed in front of them so they will be clear when merged with other comments. In a few cases the comment appeared to affect all sampling, so “ALL” was placed in front instead of “Nuts”. A few comments were removed as they are not relevant to the merged bottle files. The file was converted to individual NUT files.

The SAL, CHL, ADD, NUT and DMS files were merged with CST files in 5 steps. 

After the 5th step the files were put through CLEAN to reduce the headers to File and Comment sections only. 
The merged files are ordered on sample number, but the SAMAVG files are ordered on bottle number, so one or the other set needs to be reordered in order to merge them. The MRGCLN1 files were reordered on Bottle_Number since that is the usual method used. The output files were named MRGCLN1s.

Those files were then merged with SAMAVG files choosing the Bottle_Number from the SAMAVG files. 

At this point the data from the SAMAVG files were exported to a spreadsheet for comparison with the rosette files to ensure no data were misplaced or missing. A few problems were discovered in the salinity data – wrong event number attached to a few and mislabelling of samples from cast #11. The rosette sheet shows that changes were made and the nutrient samples agree with the corrections while the salinity samples have the numbers that were originally intended. These were changed in the simplified spreadsheet and a note of explanation was put in the comments.
The salinity spreadsheet was reconverted and the MERGE steps were re-run.
11) Compare  
Salinity  

Compare was run with pressure as reference channel. The scatter in the fit is fairly high with many significant outliers not flagged by the analyst. In most cases the outliers are cases with bottles higher than CTD salinity. For those cases where bottles have lower salinity than the CTD most are from near the surface and only came from below 125db; local gradients may account for most of those outliers. The one deep sample that was lower than the CTD appears to be due to the Niskin bottle closing at the wrong depth since all the samples look out of line. 

When outliers are excluded based on residuals the primary salinity is low by an average of 0.0023 and the secondary was low by 0.0015, with the standard deviation being 0.0036 and 0.0035, respectively. Plots against file pair number show scatter throughout the cruise and while there is a slight tendency to larger differences as time goes on, the slope of the trendline is identical for both sensors, so is unlikely to be due to calibration drift. A plot against salinity shows a slightly higher error at low salinity, but no more than expected because of higher gradients in the shallow water from which such samples come. There is no evidence of significant non-linearity in the Autosal.  
There were 22 Niskins closed at 2000db for one cast and salinity samples from all of them. The CTD salinity was lower than the bottles by an average of 0.0024 but the standard deviation was 0.007. When 2 outliers were removed the CTD was low by 0.0006 with a standard deviation of 0.003, which is higher than expected. For details see 2011-26-sal-comp1.xls.

The outliers in the comparison plus all bottles flagged previously were examined closely:
· Cast #1, sample #2– shallow, CTD data noisy, no flag added

· Cast #4, sample #17– outlier in COMPARE, “3” flag added 
· Cast #4, sample #18– outlier in COMPARE but CTD data noisy throughout stop. No flag.
· Cast #4, sample #19– outlier in COMPARE. Local gradients are high but CTD did settle down. Flagged “3” as outlier. Replicates not Chauvenet outliers, but did differ by 0.003.

· Cast #4, sample #20– outlier in COMPARE. Local gradients are high but CTD did settle down. Flagged “3” as outlier. Differs from replicates at same level by 0.016 and 0.013.

· Cast #4, sample #22– outlier in COMPARE but CTD data very noisy. No flag.
· Cast #6, sample #39– outlier in COMPARE and CTD data not noisy. Flagged “3”.
· Cast #11, sample #88 – only slightly out of line, shallow, CTD data noisy, no flag added.
· Cast #18, sample #168 – surface sample but CTD quiet and local variability low, flag “3” added. 
· Cast #21, sample #184 – CTD bit noisy, local gradient fairly high, no flag added.
· Cast #21, sample #188 – surface sample and local variability, no flag added.
· Cast #27, sample #222 – higher by 0.026 than any salinity seen by the CTD, flagged “3”.
· Cast #27, sample #238 – CTD data very noisy, no flag added.
· Cast #27, sample #240– High local gradient, fairly noisy CTD data, no flag added.
· Cast #27, sample #242 – Very high gradient, noisy CTD data, no flag added.
· Cast #35, sample #294 - Bottle higher by 0.026 than maximum seen by CTD. Already flagged because of salt on the cap. Flagged “4”.
· Cast #43, sample #347 – Bottle higher by 0.018 than maximum seen by CTD. Flagged “3”.

· Cast #43 – sample #348 – duplicates flagged as Chauvenet outliers. One value is clearly out of line in COMPARE and compared to sample #349 at the same depth. So the other value was selected and a comment added to explain why. 
· Cast #43, sample #361 – Bottle higher by 0.014; CTD data very steady, local gradient low. Flag “3” added.
· Cast #43, sample #370 – Liner missing – value looks ok in COMPARE but too shallow to have that mean much. Flagged “3”.

· Cast #51, sample #399 – Shallow, CTD data very noisy. No flag added.
· Cast #55, sample #433 – Looks like the Niskin did not close at 3500db – all samples out of line looking like from between 2500db and 3000db– flagged “5” and replaced with pad values. The draw temperature is not noticeably out of line but equals that at 3000db so this does not prove anything.
· Cast #55, sample #434 – CTD data quiet, local gradients low, flag “3”.
· Cast #55, sample #438 – CTD data quiet, local gradients low, flag “3”.
· Cast #55, sample #443 – CTD data quiet, local gradients low, flag “3”.
· Cast #55, sample #449 – CTD data fairly noisy, local gradient fairly high, no flag.
· Cast #65, sample #496 – CTD data quiet, local gradient low, possible mis-sample, flag “3”.
· Cast #66, sample #495 – CTD data quiet, local gradients low, flag “3”.
· Cast #67, sample #504 – Bottle higher by 0.011 than maximum seen by CTD, flag “3”.
· Cast #67, sample #517 – Bottle higher by 0.026 than maximum seen by CTD, flag “3”.
· Cast #80, sample #639 – CTD data quiet, local gradient not high enough to explain 0.014 difference, flag “3”.
The analyst ran the samples out of order which allows us to examine whether the outliers occurred close together in analysis time, and they seem randomly distributed with analysis time. 
The distribution with sampling is a little more interesting with some casts having many more outliers than others, though generally this is related to the amount of sampling done. 
The duplicates were re-examined in the light of COMPARE. For casts #43 and #55 one value was clearly out of line and one fit the COMPARE results well. So the “6” flag was removed from samples #348 and #432 and the preferred value entered, along with an explanatory header comment. 
Dissolved Oxygen

COMPARE was run with pressure as the reference channel.

As expected the fit of differences against DO concentration is quite flat and most differences are within ±0.1mL/L, but there were many outliers. Almost all of them were from cast #104 and the top 75m of cast #109. There is some variation with file pair. Towards the end of the cruise the fits look different but the casts are either in shallow water or in an eddy, making the interpretation tricky. Should we be looking for a time dependent recalibration of DO? A plot of differences versus file pair number including only points which are minima for their cast, there is a clear time variation, with casts up to #55 looking similar but differences then starting to decrease. Using bottles for which SBE DO concentration is between 4 and 5mL/L produces a similar drift, as does a plot of bottles between 200 and 500db. 
To test for hysteresis a plot was made of differences against DO concentration excluding cast #104 and all data above 1200db. From 1200db to 3000db the results are good, but below that the DO is a little low, but the error is <0.1mL/L. It is also possible that some of what appears to be hysteresis may be due to a drift in calibration since the deepest cast is #82 for which there may be a little downward drift. 
The outliers, differences >0.2mL/L were investigated. Many had been identified as outliers in the calibration study described in section 3. 

· Cast #21, sample #187 – There is variability in temperature and oxygen throughout the stop. No flag will be assigned since the sample is probably fine.  
· Cast #27, sample #240 – The variability in the CTD data is very high. No flag was assigned. 

· Cast #55, Sample #433 – See Salinity – flagged “5”.
· Cast #104 – The whole cast looks a little different in the comparison, but the only significant outliers are at 175m and 98m.  The variability is a little high, but not enough to explain these differences. Sample #763 was flagged by the analyst – a comment was added to that. Sample #766 was flagged “3”.
· Cast #109 – The variability in the CTD data is very high. No flag was assigned.
The flags assigned by the analyst were also examined: 
· Cast #5, sample 29 – Mild outlier in COMPARE – flag “3” appropriate. Added to comments.
· Cast #43, sample 370 – Hard to judge a surface sample, but does not look bad. Leave flag, added note to comment.

· Cast #104, sample #763 – mentioned above.
· Cast #109, sample #775 – Not an outlier – flag kept but a note was added to comment.

At this point a return was made to the work described in section 3. File 2011-26-do-calibration2 was created using the same data but separating it into 2 groups to see how the calibrations compare. The results are as follows:

	 
	Points
	excluded
	m
	b
	Soc
	Voffset
	R2
	Comments

	All casts
	155
	diff>0.015
	0.4670
	-0.2442
	0.4670
	-0.5229
	0.9998
	 

	Casts 4-55
	107
	diff>0.015
	0.4668
	-0.2469
	0.4668
	-0.5289
	0.9999
	offset higher by 0.006

	Casts 82-109
	48
	diff>0.015
	0.4670
	-0.2396
	0.4670
	-0.5131
	0.9999
	offset lower by 0.010


The Soc setting does not vary significantly, but the Voffset does. So a variable offset is needed. To enable this some steps were re-run so that Julian Dates are included in the bottle files. The limited number of casts available and the scatter within the fits means that a linear fit is probably the best that we can achieve. If we had a record of successive CTD scans this might work better since the drift is more likely related to CTD time in the water than Julian date. So fits were tested by first plotting the Voffset from the 3 groups above against estimated Julian dates for the middle of the cruise and the middle of each section. The fits found were used to calculate Voffset for each cast with DO sampling, the averages calculated and compared with the table. The best fit found was:

Voffset = Julian Date * 0.00181-0.81396
The averages achieved with that fit were -0.5214 for the 10 casts, -0.5281 for casts 4-55 and -0.5115 for casts 82-109. The fit is far from linear, but is the best we can do.
Tests were run to see what the effect through the cruise would be if the variable offset were applied. The following equation was derived:

   
DO = Ф (Oxygen Voltage * M + B) where M and B are the slope and offset.

Since M does not vary through the cruise, then

 
DO corrected – DO original = Ф (B corrected -B original )

Or 
DO corrected – DO original = Ф (Voffset corrected* M - B original)

where B corrected is variable, depending on Julian data. 

From equation * above, we get 

DO corrected – DO original = Ф [Julian Date* 0.00181-0.81396)*0.467 + 0.2442]
DO corrected – DO original = Ф [-0.135919 + Julian Date* 0.00845]

Inserting a range of event numbers and Ф shows this correction is reasonable. At Ф = 6 the corrections range from -0.025mL/L at the beginning of the cruise to +0.047mL/L at the end. For Ф = 8 the range was -0.033 to +0.063mL/L and for Ф =10 they ranged from -0.041 to +0.079mL/L. The average for Ф is 8 and only for the deepest bottles does Ф reach values as high as 10. The deepest data would still be better than they are now if the Ф =8 correction were used. So CALIBRATE will be used later to apply the following correction:
    
DO corrected = DO original + 0.00676* Julian Date – 1.087352
This will partly correct what appeared to be slight hysteresis because all the values that seemed too low will be raised slightly by this correction.
COMPARE was run using the corrected MRGCOR1 and SAMCOR1 files. The results are as expected. There is still a lot of scatter, but less than before and the plot against file pair number looks much better. The hysteresis is reduced very slightly, but the bottles below 4000m are low by about 0.1mL/L. It is likely that this is at least partly due to inadequacies in the time-dependent correction – it is likely non-linear and may even include a fairly sudden change at some point.
(See 2011-26-dox-comp2*.xls and 2011-26-do-calibration2.xls.)
Fluorescence

COMPARE was run using the Wet Labs ECO CTD Fluorescence and the Extracted Chlorophyll from bottles. Most of the values are very low. In a fit of differences against CTD fluorescence there are clear outliers that all come from early casts near shore. For values <0.4ug/L the fluorescence is generally > extracted chlorophyll, while it is lower for higher CHL. The scatter in the fit of CHL versus the ECO Fluorescence is unusually high, with the fluorescence showing little response for CHL<1. There is no evidence of mislabelling of sample from the last day as the analyst worried might be the case. However, the scatter means that might not show up. For cast #84 the peak in CHL is aligned with that in fluorescence. (See 2011-26-chl-fluor-comp1.xls.)

Plots of Titrated DO and CTD DO against CTD salinity were examined and no further problems were detected.
6. Conversion of Full Files from Raw Data
All files were converted using 2011-26-ctd550-new.con.

A few casts were examined and all expected channels are present. The two temperature channels are fairly close during the downcasts but the upcast traces differ much more. The conductivity channels look further apart than when they were used for 2011-16.

The downcasts are heavily corrupted by shed wakes and in those sections there are also larger differences between the T/C pairs. It is not at all clear which sensor pair is noisier. As noted on other cruises the ECO fluorometer sensor traces are offset vertically. When compared with temperature traces, it appears that the fluorometer response time is about 1.5 to 3.5s. 
The DO voltage looks as expected with a vertical offset.
Transmissivity looks normal.

PAR looks fine. The altimetry looks useful though many casts did not get near the bottom. 
7. WILDEDIT

Program WILDEDIT was run to remove spikes from the pressure, conductivity & temperature only.  
Parameters used were: 
Pass 1    Std Dev = 2 
Pass 2    Std Dev = 5 
Points per block = 50

The parameter “Keep data within this distance of the mean” was set to 0 so all spikes would be removed.

8. ALIGN DO

Tests were done on 3 casts to determine the offset between the DO voltage and the primary temperature. It is very hard to judge, but 4s looks reasonable and is what was found appropriate for two other recent cruises for which this sensor was used.
ALIGNCTD was used to advance the DO Voltage by 4.0s relative to the pressure.

9. CELLTM

Tests were run comparing a variety of settings for CELLTM using 4 casts. The goal is to make upcasts look closer to downcasts on a T-S surface. The choice (α = 0.02, β=7) for the primary and (α = 0.03, β=9) looked best overall and was also found best during 2011-16 using the same equipment. 
CELLTM was run on all casts using those settings.
10. DERIVE  
Program DERIVE was run twice: 

on all casts to calculate primary and secondary salinity and dissolved oxygen concentration.

on a few casts to calculate the differences between primary and secondary channels for temperature, conductivity and salinity. These were placed in a test directory and will not be archived.
11. Test Plots and Channel Check

A sample of casts was plotted to check for agreement between the pairs of T and C sensors. The differences are often noisy so these are very rough estimates and if there was a spike at the given depth, nearby values were chosen. 
	Cast #
	 Press
	T1-T0 
	C1-C0
	S1-S0
	Descent Rate

	2011-16-0034

	 800
1000

1950
	-0.0003
-0.0004

-0.0007
	+0.00004
+0.00007
+0.00005
	+0.0008
+0.0011
+0.0015
	Extremely noisy

	2011-16-0111
	 800

1000

1950
	-0.0001

-0.0003

-0.0007
	+0.00010

+0.00009

+0.00010
	+0.0014

+0.0015

+0.0019
	Noisy

	2011-26-0017
	800

1000

1950
	-0.0001
-0.0002

-0.0006
	+0.00012
+0.00012

+0.00013
	+0.0016
+0.0016

+0.0022
	Noisy,high
Noisy, high

V.Noisy, Mod

	2011-26-0055
	800

1000

1950

3200
	~0
-0.0003

-0.0005

-0.0010
	+0.00007
+0.00006

+0.00008

+0.00009
	+0.0009
+0.0012

+0.0014

+0.0021
	VNoisy, VHigh

	2011-26-0082
	800

1000

1950

3200
	~0

~0

-0.0006

-0.0008
	+0.00006

+0.00007

+0.00007

+0.00008
	+0.0007
+0.0008

+0.0013

+0.0018
	VNoisy, VHigh


The differences are small and show little change with time. The pressure dependence is slight. 
12. Conversion to IOS Headers

The IOSSHELL routine was used to convert SEA-Bird 911+ CNV files to IOS Headers. 
CLEAN was run to add event numbers and to replace pad values in the pressure channel with interpolated values based on record number. 
ADD TIME CHANNEL was used to add Julian Date to each record for use in recalibration of DO.
13. Checking Headers

The header check was run.  There are some negative values in pressure and fluorescence. The largest negative values came from the end of cast #37. It appears that the CTD was very close to the surface with the pumps on. Within a few scans of pressure reaching 0 both conductivity channels have very low values. The secondary conductivity continues to look like that sensor was out of water while the primary resumes higher values as though it was in the water at a point where pressure was -0.5db. A few scans later the oxygen signal disappears. It is likely that the CTD was just above the water line but being splashed. The pressure is probably fine.
There were no off-scale fluorescence values, though there were small negative values. At cast #27 the dark value appears to be -0.123, but that comes from the end of file when the CTD was at the surface. During 2011-44 a value of -0.036 was found as dark value and a correction was made by adding 0.036. Examination of a few deep casts shows frequent negative values, -0.031 and -0.062. Adding 0.062 would ensure there are no negative values. This will be done at when calibrations are run.
Surface check was run and shows an average surface pressure for the cruise was 2.8db which looks about right for the Tully.
The cross-reference check was compared with the log book and the only problems were 3 casts with the wrong station names; those were corrected in both bottle files and full profile files.
The cruise track was plotted and added to the end of this report. No problems were found.
The altimeter readings from the headers of the ATC and MRGCLN2 files were exported to a spreadsheet. Most casts did not get within 15m of the bottom so there are no header entries. For 4 CLN files and 3 MRGCLN2 and SAMAVG files a spike was misinterpreted, so those readings were removed from the headers.

The Water Depth header was also examined. There were deviations from the log book entries for 3 cases and 2 were blank. All were corrected in the ATC, MRGCLN2 and SAMAVG, except for one of the blanks since there was no log entry either
13. Shift
Fluorescence
The usual method to find what shift is needed for the fluorescence is to examine upcast and downcast profiles for a few casts to determine the vertical offset of the temperature and fluorescence traces. The differences between these two offsets are treated as a measure of how much the fluorescence needs to be shifted. The “excess” offset for the fluorescence was divided by the sum of the descent and ascent rates to find the shift (in seconds) to remove that offset. 
For the ECO sensor the estimates give highly variable results, from about 1s to 5s, with 2s looking about average. On previous cruises a +48 records (2 seconds) was found most appropriate.
SHIFT was run on all casts to advance the ECO fluorescence channel by +48 records. (Output: SHFFL1)

Conductivity
Tests were run on the two conductivity channels using a variety of shifts on 3 casts and then examining the results on a T-S plot to see what setting best minimizes unstable features without oversmoothing. The results looked best overall when a shift of -0.5s was applied to the primary and a shift of +0.5s to the secondary conductivity. The same results were found during 2011-16. 

SHIFT was run twice on all casts using those settings.
Dissolved Oxygen 
The Dissolved Oxygen voltage channel was aligned earlier. A few casts were checked to see if further alignment is needed for the DO concentration channel, but this does not appear necessary.
14. DELETE

The following DELETE parameters were used: 

 
Surface Record Removal: Last Press Min
   
Maximum Surface Pressure (relative): 10.00

Surface Pressure Tolerance: 1.0                  Pressure filtered over 15 points

 
Swells deleted. Warning message if pressure difference of 2.00

 
Drop rates <   0.30m/s (calculated over 11 points) will be deleted.

    
Drop rate applies in the range:  10db to 10db less than the maximum pressure 
 
Sample interval = 0.042 seconds. (taken from header)

COMMENTS ON WARNINGS: There were no warnings.
15. Other Comparisons

Previous experience with these sensors – 

1. Salinity: 

The sensors were both recalibrated in late March 2011 and were used for 2011-44 and 2011-16. There were doubts about the quality of the comparison with bottles. No corrections were applied.
2. Dissolved Oxygen 

The DO sensor was repaired and recalibrated in April 2011. It was used for 2011-44 and 2011-16. The slope and offset fro 2011-44 was higher than the factory setting and they increased further between the two cruises.
3. Pressure

The sensor was recalibrated in April 2011 and was used for 2011-44 and 2011-16. No further offset was applied to either cruise.
Historic ranges – Profile plots were made with 3-standard deviation climatology ranges of T and S superimposed. The only excursions in the temperature data were some values a little above the historic maxima at casts in P15 and P17 in the thermocline and some low values around 400-500db in the cast in an eddy. Salinity was slightly high in the halocline for casts around P18 to P20. These excursions look real, not indicative of instrument malfunction.
Repeat Casts – 

There were repeat casts at P4, P12, P16, P20 and P26. For most groups there were only small differences in T-S space and almost no variation below 1000db. But at P12 there is evidence of active mixing with the first cast looking quite different from 2 that occurred about 4 hours later. Below 1200db there is little difference among them.

The casts at P26 show that the surface temperature dropped over the first few casts and the mixed layer became deeper through the 2 days spent there, except for the final cast which had a shallower thermocline and halocline. When plotted together in T-S space, 2 deep casts that were >13 hours apart differed at 1300db by <0.001C° and 0.0003 in salinity which is excellent repeatability.

The other repeat casts were plotted together to check for any problems and none were found.

Comparison with ARGO float
An Argo Float (WMO ID 4901147) was launched at 09:02 UTC 14/06/2011 50.0028°N 147.6562°W. This was about an hour after cast #97 at the same site. The first float profile started at 07:52 UTC on June 15th, so almost a day later. T-S plots show a similar shape but at depths below 1200db there is a consistent difference with the float having temperatures lower by ~0.015C° and salinity lower by ~0.002 along σt-lines. In the mixed layer the same trend is seen but the differences are a little higher at ~0.03C° and ~0.005. Time and a slight difference in position may account for some of the difference, but given that the differences are in the same direction near the surface and at depth this looks like a real difference in the sensors. The only salinity sample from the CTD cast was at the surface and the CTD looks to be low by about 0.003; however, this was very shallow so not very reliable. As noted earlier there are some doubts about the comparison with bottles, but if it is correct than the CTD salinity should be higher by 0.003 which would increase the difference between the float and CTD. Given that the CTD sensors were recently recalibrated and in good agreement with each other, the problem seems more likely to be with the float than the CTD.
Post-Cruise Calibration

There were no post-cruise calibrations available.
16. DETAILED EDITING

A few casts were opened in CTDEDIT to compare the salinity channels to see whether primary or secondary should be chosen for archiving, and hence, editing. There are fewer spikes in the secondary salinity and it was closer to the bottles than the primary (though that comparison is not trusted.) For 2011-16 the secondary channels were selected. So the secondary were selected.
CTDEDIT was used to remove large spikes, smaller spikes that appear to be due to instrumental problems and likely to affect the bin-averaged values and records corrupted by shed wakes. Some surface records were removed as they appear to be corrupted by either ship effects or too short a wait at the top. Most editing involves removing records corrupted by shed wakes.  All EDU files were copied to EDT.

17. Initial Recalibration
The pressure looks ok. 
SBE Dissolved Oxygen data will be recalibrated using equation

DO corrected = DO original + 0.00676* Julian Date – 1.087352
The salinity comparison would suggest the values are low by about 0.0015, but the results are not trusted.. For now no correction will be applied to the salinity. 
The fluorescence channel will be adjusted by adding 0.062.

CALIBRATE was run using file 2011-26-recal1.ccf to apply the Dissolved Oxygen and Fluorescence corrections.

18. Final Calibration of DO
The initial recalibration of dissolved oxygen corrects for sensor calibration drift. Alignctd corrects for transit time errors. Those 2 steps may partly correct for response time errors, but a further correction is sometimes found appropriate to further correct for response time errors found by comparing downcast CTD data to bottle data from the same pressure. 

Downcast files were bin-averaged to 0.5m bins for the casts with DO bottle samples. Those files were then thinned to the usual levels for bottles and compared to the bottle values in the MRG files. COMPARE was used to study the differences between the downcast CTD DO data and the upcast bottles. 

An initial run produced suspiciously large SBE DO values. This arose because of an error in the configuration file used in the DERIVE step. (This did not affect the salinity derivation because the sensor numbers were wrong so the derivation was based on header entries which were correct but for DO derivation we want to use the results of the DO tests.) To correct this, DERIVE was rerun with the correct configuration file and the resulting files were converted to IOS header format (Output: *.IOS2) and put through DELETE (output: *.DEL2). The EDT files were merged with the DEL2 files choosing only SBE DO from the DEL2 files (Output EDT2). CALIBRATE was then run as described in §17.
COMPARE was run again. When the differences were plotted against DO concentration, the lowest and highest values are quite close with a lot of scatter between them. The plot against pressure shows that values below 3000db tend to be a little low, but there are few points of comparison there and bottom bottles often look out of line. No further recalibration is justified. The differences show no obvious time-dependence though, again, there is a lot of scatter. 
19. Special Fluorometer Processing

There were no off-scale fluorescence data.
Special files were prepared for Dr. Peña by clipping the COR1 files to 150db. The clipped files were bin-averaged (0.25db bins), put through REMOVE and HEADEDIT and named as *.FCTD and saved. The SAM files were put through REMOVE and named *.BOF and saved. A readme.doc file was prepared with some notes on the preparation of those files. 

Since the ECO fluorometer was used no filtering is required.

20. BIN AVERAGE of CTD files

The following Bin Average values were applied to the FIL files (output AVG):

Bin channel = pressure
Averaging interval = 1.000
Minimum bin value =   .000

Average value will be used.
Interpolated values are NOT used for empty bins.

After averaging, page plots were examined on screen and no further editing appeared to be necessary.

21. Final CTD File Steps (REMOVE and HEADEDIT)
REMOVE was run on all casts with a PAR sensor mounted to remove the following channels:
Scan_Number, Temperature:Primary, Salinity:T0:C0, Conductivity:Primary, Conductivity:Secondary, Oxygen:Voltage:SBE, Altimeter, Status:Pump, Descent_Rate, Time:Day_Of_Year and Flag 
REMOVE was on casts with no PAR sensor to remove the following channels:

Scan_Number, Temperature:Primary, Salinity:T0:C0, Conductivity:Primary, Conductivity:Secondary, Oxygen:Voltage:SBE, Altimeter, Status:Pump, PAR, Descent_Rate, Time:Day_Of_Year and Flag 

A second SBE DO channel (with umol/kg units) was added. 

REORDER was run to get the two DO channels together.

HEADER EDIT was used to fix formats and channel names, to add “Mid-ship” to the instrument location section and to add the following comments:

    Data Processing Notes:

    ----------------------

    Fluorescence, Transmissivity and PAR data are nominal and unedited except

      that some records were removed in editing temperature and salinity.

    For details on how the transmissivity calibration parameters were calculated

      see the document in folder "\cruise_data\documents\transmissivity".

    SBE DO calibration was done using the method described in the SeaBird

      Application Note #64-2.

    The Oxygen:Dissolved:SBE data are considered, roughly, to be:


±0.4mL/L from 0 to 150db


±0.2mL/L from 150db to 400db


±0.1mL/L below 400db(mostly low below 3000db)
    For details on the processing see processing report: 2011-26-proc.doc.


The cross-reference list was produced and no problems were found.
The Standards Check routine was run and no problems were found. 
The final files were named CTD.
Profile plots were made and the only ones that look odd are the 2 very shallow well-mixed casts; they look extremely noisy because the range is so small.
The track plot looks ok. 

22. Dissolved Oxygen Study

As a final check of dissolved oxygen data, % saturation was calculated and plotted. The near-surface values were almost all between ~105% and ~112%, except for ~120% at P2 and ~140% at LB8. These look reasonable. For the high saturation casts the SBE DO at the surface is in good agreement with surface bottles.
24. Final Bottle Files 
The MRGCOR1 files were put through SORT to order on increasing pressure. 

REMOVE was run on casts with a PAR sensor mounted to remove the following channels:

Scan_Number, Temperature:Primary, Salinity:T0:C0, Conductivity:Primary, Conductivity:Secondary, Oxygen:Voltage:SBE, Altimeter, Status:Pump, Descent_Rate, Time:Day of Year and Flag 

REMOVE was on casts with no PAR sensor to remove the following channels:

Scan_Number, Temperature:Primary, Salinity:T0:C0, Conductivity:Primary, Conductivity:Secondary, Oxygen:Voltage:SBE, Altimeter, Status:Pump, PAR, Descent_Rate, Time:Day of Year and Flag 

A second SBE DO channel was added with different units and REORDER to get the 2 SBE DO channels together. 

HEADER EDIT was run to fix formats and units, fix a few headers, change the channel name Bottle_Number to Bottle:Firing_Sequence and the name Bottle:Position to Bottle_Number and to add a comment about quality flags and analysis methods and a few notes about the CTD data.
A header check was run on the final files and no problems were found.
For a final check the CHE bottle data were exported to a spreadsheet and compared with the rosette log sheets. A few adjustments were made to the files:

· In a few cases where comments were repeated for several sample types, repeats were removed. (casts #21, 43, 55) 

· Cast #6 – The rosette file shows salinity sampling from all bottles, but one was not analyzed. Probably it was never taken, but a “9” flag and note were entered.

· Cast #55 – The salinity sample should have been flagged “9” – the Niskin bottle did not close.
· Cast #55 – The salinity sample should have been flagged “9” – the Niskin bottle did not close. 
· Cast #87 – Three salinity sample indicated on the rosette sheet were not analyzed – probably never drawn - flagged “9”.

Some nutrient comments (for which there are no flags and which were only of interested to the analyst) were removed from the CHE files, but left in the QF spreadsheet.
Plots were made of CTD Salinity versus SBE Dissolved Oxygen and bottle DO and no further outliers were identified.

Standards check was run on all files and a channel name error was found; that was fixed and no further errors were found.

25. Thermosalinograph Data 

Data were provided in 7 hex files. The first was originally labelled as 2011-16-0010.hex. It should have been the first file for this cruise. So the converted files were renamed so that 2011-26-0001 became 2011-26-0002 etc. and then 2011-16-0010 was named 2011-26-0001.hex. There were 4 loop samples for Salinity and Nutrients; those were combined in file 2011-26-loop.csv. Times were added to the spreadsheet based on log records except for Loop 1 for which there was no record of time. The position was recorded, so time was estimated by finding the same position in the TSG files. 
a.) Checking calibrations
The calibrations were checked and the only problems were in the fluorometer entry which had the wrong scale factor. After that correction the CON file was saved as 2011-26-tsg.con. The remote temperature calibration parameters could not be checked. They are not listed in the configuration file nor in the header records. This is because it is connected serially with the new TSG system and details can only be checked through SEATERM when it is connected to a computer directly. This is awkward and we have no way of being sure it was done correctly. This should be checked at the beginning of every cruise to be sure no-one has changed it. If we did find an error at the end, there does not appear to be any easy way to correct it.
The Position:New channel contains only values 0 and 1, but for these data there were very few “0” values. This variable can be useful at sea to ensure that the positions are updating – they often get stuck.
b.) The files were converted to CNV files using the configuration files mentioned above. They were then converted to IOS HEADER format.

CLEAN was run to add End times and Longitude and Latitude minima and maxima to the headers.

ADD TIME CHANNEL was used to add Time and Date channels based on the Julian time.

Time-series plots were produced. Overall the records look good, but a few problems were noted:

· Flow interruption – There are a few sudden changes in the flow rate though they are not large and there is one noisy patch in flow in file #5.  On average the flow rate is ~1.2 which is a little higher than usual.
· The salinity data have many bad patches with drops to 15 or near-zero starting in file #2. Some of the sudden changes could be real, but most look wrong. From cast #5 onwards there are some very brief drops - editing should be useful for those cases.  

c.)  Checking Time Channel
The CTD data, after editing, but before metre-averaging, were thinned to reduce the files to a single point from the downcast at or within 0.3db of 4db and exported to a spreadsheet which was saved as 2011-26-ctd-tsg-comp.xls. 

All files overlapped for at least 1 CTD casts so they were opened in EXCEL, median and standard deviations (over 5 records) were calculated for intake temperature, salinity and fluorescence and the files were reduced to the times of CTD files. There were 59 matches. TSG values were found in the same way for times of underway loop sampling and added to file 2011-01-tsg-loop-comp.xls.

To check for problems in the TSG clock or bad matches of TSG and CTD data, the differences between latitudes and longitudes were found. The differences in latitude were all <0.0002° and in longitude <0.0007°. The median differences were 0.00000° and 0.00001°. This shows both the times and positions are reliable for both systems. 

This spreadsheet will also be used in step (d) to compare temperature, salinity and fluorescence. 

d.) Comparison of T, S and Fl from Loop and Rosette samples and TSG and CTD data

· T1 vs T2 The intake thermistor was connected throughout the cruise. The differences between the two temperatures were mostly between 0.15Cº and 0.25Cº, but the traces are very noisy. 

· TSG vs CTD The spreadsheets comparing CTD and TSG files were then examined to find the differences between the salinity, fluorescence and temperature channels for the CTD and the TSG. 

When all data were included the TSG intake temperature was higher than the CTD by an average of 0.029Cº while the median difference was 0.0054Cº and the standard deviation was 0.105ºC. When the differences were plotted against longitude, it is clear that the large outliers are close to shore. When 7 outliers were excluded, the average and median differences are 0.006 and 0.005Cº and the standard deviation is 0.01Cº. This is good correspondence given the uncertainties of matching levels and times. When the 7 outliers are excluded, the temperature in the loop increases by a median of 0.18Cº between intake and lab.

       The TSG salinity differences are extremely noisy with most points looking like extreme outliers. When differences >0.1 are excluded there are only 14 points and the TSG salinity is lower than the CTD by an average of 0.071, by a median of 0.029 and with a standard deviation of 0.11. Excluding another 3 differences >0.05 results in no significant change. Plotting differences against standard deviations in the TSG salinity was not helpful because some of the sections of bad salinity are quite smooth, just way too low.  A plot of differences against flow rate shows no pattern.
The ratio of TSG fluorescence to CTD fluorescence ranges from 1.4 to 3.8 and a median of 2.0. (See 2011-26-ctd-tsg-comp.xls.)

· Moving versus stopped The salinity differences are hard to understand. For a little more information the behaviour of the TSG was examined with information from the log to show when the ship was stopped. For some stations there are long stops though there may well be some ship motion as the ship corrects for drift. At P4 there were 7 CTD casts. For the earliest casts the gradient around 4db was low but it became higher for the next 3, after which it was once again low. The temperature dropped and salinity increased during the stay. The TSG record (file #2) looks quite smooth and shows the same changes in T and S as do the CTD casts. Then the ship begins to move and the TSG salinity begins to look a little noisy and a little low. The ship stopped at P5 and the data look smooth again. The salinity data start to look very bad after P5 but are mostly reasonable during station stops until P9 when that does not seem to have happened. P9 to the end of P19 have very bad salinity despite a long stop at P16. A new file was started then and the data look ok from P20 to the end of P26. The data are then bad again until the next file is started. The last two files are mostly ok with minor problems but not the severe salinity drops seen earlier (no salinity values lower than 27.). Most files start well with the exception of Files #3 and 4. Perhaps some adjustments were made when the new files were started but there is no record of that in the log. One thing that does stand out is that some of the values that are closest to our expectations from this instrument are near the coast (P2, P3 and LB08); this may be an accidental effect of higher gradients. This study does not help explain the salinity problem.
· Loop Bottle - TSG Comparisons  Spreadsheet 2011-26-loop.xls was prepared by combining all loop sample data with TSG salinity and fluorescence (median values over 2 minutes). In 2 cases there were CTD rosette casts at the same time as loop sampling so rosette CHL and salinity samples, CTD fluorescence and salinity during the surface bottle stop and downcast CTD fluorescence and salinity from 4m were all added to the spreadsheet. 

The TSG salinity was lower than the loop salinity by 0.02, 0.053, 2.84 and 0.47. All but the first are unexpectedly large differences. The CTD salinity from the stop for the surface rosette compares well with the loops, with the CTD high by 0.0015 at P6 and low by 0.0027 at P10. The TSG does not agree well with the CTD data during the stop. The nutrients from the loop and rosette are in excellent agreement at P10. Fluorescence never agrees very well, probably due to the fact that the TSG fluorometer has not been recalibrated in a very long time. In 3 cases the TSG fluorescence is higher than loop CHL values, by a factor ranging from 2.1 to 4.5. However, for the first loop the TSG fluorescence is 0.6 times the loop CHL; in that case the loop CHL is high at 15.6. With the exception of the first loop, the TSG fluorescence/loop CHL ratio is typical of what we see from this fluorometer. The two cases with rosette samples to match give similar results with the TSG fluorescence higher by factors of 2 and 5. The loop CHL compares well with the rosette CHL with one higher by 0.06 and the other lower by 0.05ug/L (-14% and 12%). The poor comparison of salinity could be attributed to problems in the loop, say biological fouling or fresh water entering the system, but at least the first explanation does not seem supported by the CHL and nutrient comparisons. A small amount of fresh water might have more affect on the salinity than on other samples.
· Calibration History 

The TSG primary temperature and conductivity were recalibrated in March 2011 and were used for 2011-44 and 2011-16, but there are not yet any data available for the latter. For 2011-44 the intake temperature looked unbelievable, being higher than the CTD by 0.41Cº and higher than the lab temperature by 0.2 Cº. The lab temperature was higher than the CTD by 0.25Cº which is about the amount of heating we would expect to find in the loop at that time of year. The TSG Salinity was lower than the CTD salinity by ~0.007 during offshore casts though it was lower by much more in inlets with high near-surface gradients. The TSG fluorescence was higher than the CTD fluorescence by a median factor of 2.
Conclusions

1. The TSG clock appears to have worked well.

2. The flow rate was fairly steady.

3. The temperature in the loop increases by a median of 0.18Cº between intake and lab which is about what would we expect at this time of year.

4. The TSG intake temperature is as close to the CTD temperatures as we can expect. Why it performed poorly during 2011-44 is unknown.
5. The TSG Salinity is mostly unreliable and large sections should be removed. The only areas that look generally reliable are near the coast, which might explain why 2011-44 looked ok but this cruise does not, since the earlier cruise was in inlets and on the shelf with just one cast in waters deeper than 2000db. What could cause trouble in deeper water is a mystery. Early in the cruise the data when the ship was stopped looked better than when moving, later on there were cases of bad data while stopped and good data while moving.
6. The one loop salinity sample that is reasonably close to the TSG suggests the latter is low by 0.20, while the median of the 14 points used in the comparison with the CTD shows it to be low by 0.029 but the standard deviation makes it hard to say if that is reasonable or not. The 3 casts at P2, P3 and LB08 showed the salinity to be low by 0.012, 0.023 and 0.020. We can expect some drift in the calibration of this instrument, so picking a number a little higher than the 0.007 found during 2011-44 is reasonable, so 0.02 will be added to the TSG salinity. 
7. The TSG salinity seemed to improve on most occasions when a new TSG file was started.

8. There is no evidence of a problem in the loop itself though fresh water entering the system might affect salinity more than other variables. But since the data generally improved when new files were started it may be that some adjustment was made to the TSG itself at those times and the problem might have something to do with TSG plumbing. The fact that it worked better close to shore may be totally coincidental.
9. The TSG fluorometer had values higher than the CTD fluorometer by a median factor of 2.0 which is typical of this instrument. The fluorometer should go to the factory for calibration, but the data will not be adjusted due to the large uncertainties in the comparison.
f.) Editing 
The ATC files were copied to *.EDT.

The ATC files were opened in CTDEDIT. Salinity data were removed from files #2 – 7, all data was removed from file #4, most from file #3.
The edited files were copied to *.EDT.  

Plots were examined and no further editing was deemed necessary.

g.) Recalibration 

File 2011-26-tsg-recal1.ccf was prepared to adjust salinity by adding 0.02. A few values were checked to ensure it was applied correctly and it was.

h.) Preparing Final Files 

REMOVE was used to remove the following channels from all casts: Record #, Scan Number, Temperature:Difference, Conductivity:Primary, Uploy0 and Flag. Position:New was removed since there were very few 0 values, so it is not very useful. Salinity was not removed from file #4 because that makes it impossible to join the files together as required by some users.
REORDER was used to place Temperature:Secondary ahead of Temperature:Primary and to rename them as Temperature:Primary and Temperature:Lab. The reorder is to ensure that programs pick the proxy intake temperature preferentially.

HEADER EDIT was used to add a comment, change the DATA TYPE to THERMOSALINOGRAPH and add the depth of sampling to the header. Those files were saved as TOB files. 

The TSG sensor history was updated. 

As a final check plots were made of the cruise track and it looks fine. 

The cruise plot was added to the end of this report.

26. Producing final files
A cross-reference listing was produced for CTD and CHE files.
The sensor history was updated.
The final loop file 2011-26-loop.csv was prepared by the chief scientist including data from the final CHE files for 5m bottles. Samples from the loop were added. That spreadsheet was simplified, date calculated in DD/MM/YYYY format. A 6-line header was added and the file was saved as 2011-01-loop-6linehdr.csv. It was converted to IOS format, put through CLEAN and HEADEDIT to get start and stop times and positions, and to add general comments and specific comments for flagged values. The final file was named 2011-01-surface.loop. A track plot looks reasonable and plots of temperature and salinity versus longitude look right.
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CRUISE SUMMARY     
CTDs

	CTD#
	Make
	Model
	Serial#
	Used with Rosette?
	CTD Calibration Sheet Competed?

	1
	SEABIRD
	911+
	0550
	Yes
	Yes


	Calibration Information CTD #506

	Sensor
	Pre-Cruise
	Post Cruise

	Name
	S/N
	Date
	Location
	Date
	Location

	Temperature


	3396
	1Apr2011
	Factory
	
	

	Conductivity


	2374
	29Mar2011
	Factory


	
	

	Secondary Temp.


	
2754
	1Apr2011
	Factory


	
	

	Secondary Cond.
	2668
	  29Mar2011
	Factory


	
	

	Transmissometer


	1185DR
	15Aug2010
	IOS
	
	

	SBE 43 DO sensor
	1176
	1Apr11
	Factory
	
	

	PAR
	4601
	16Mar2011
	IOS
	
	

	Eco-AFL Fluorometer
	2216
	?
	
	
	

	Pressure Sensor
	75636
	13Apr2011
	Factory
	
	

	Altimeter
	?
	
	
	
	


           TSG

  Make/Model/Serial#:
SEABIRD/21/3363       Cruise ID#:
2011-26


	Calibration Information

	Sensor
	Pre-Cruise
	Post Cruise

	Name
	S/N
	Date
	Location
	Date
	Location

	Temperature
	3363
	23Mar11
	Factory
	
	

	Conductivity
	3363
	23Mar11
	“
	
	

	Wetlab/Wetstar FL
	WS3S-713P
	18Jan01
	“
	
	

	Temperature:Secondary
	0603
	03Mar11
	“
	
	


[image: image1.png]North Latitude

2011-26

48.00

150,00 145,00 g 1400 135,00
50.50 ! = T !
75
L)
37 5 70 63
50.00-| Fa%s
=]
ER-)
ER-
ER=]
ER)
] 51
£.50- o5
° M
LR
=3
E3
£9.00-| °
.50
£.00 i i i i
150,00 145,00 14).00 135,00 130.00 125,00

West Longitude



[image: image2.png]North Latitude

2011-26

150.00 1500 Ja0.00 135.00
i FLOAT
50.50 ' + EOY CENTE '
PADS
o TSR
MRS JOEPERS
.00 e
P24
s pm
<7
< e
< e
s Pl
850 < g
=7
< pis
B.00-
m.50-
B0 . | T
15000 1580 14000 135.00

West Longitude





[image: image3.png]North Latitude

2011-26 TSG

150.00 15,00 140.00 15.00 130.00 120.00
50.50 I I I I 52050
.00 | 50.00

7 o =
8.5 A b .50
o0 ” | .00
R ™
250 | .50
.00 : : : : £.00
150.00 15,00 140,00 135,00 130.00 120,00

West Longitude




PAGE  
1

