APPENDIX I 

SELECTION OF OFFSET FOR CONVERSION OF 2008-04 ROSETTE FILES FOR CASTS WITH NO STOPS

Determining the proper offset to apply to the bottle files proved difficult. It would have been easier if the two salinity channels had agreed (as was expected from the post-cruise calibration) and if the comparison of bottom bottles to CTD data had been less noisy. Tests were run by applying different offsets and ranges, and examining the results in COMPARE. 

A check was made first of a few casts to see if it would be easy to choose an offset by looking for the pressure at which the CTD primary salinity matched bottle values. At depth there was so little variation that very small differences between bottles and CTD suggested very large offsets; the results are just not believable. Nearer the surface, in higher gradients, a level could be determined. See file “convert-study.xls”. The median value using all data was about 1.6db and when outliers were removed first, it was 1.7db. This gives some idea of what to expect. (See convert-study.xls) The chief scientist expected 2s to 3s offsets, equivalent to ~2db to 3db since the descent/ascent rates were kept close to 1, except at the top and bottom. File “2008-04-bottlte-offset.xls” shows the effect of varying offsets on the difference between CTD and bottle salinity for cast #11.
Next conversions were done using offsets of -2s and -3s with ranges of 2s. The results did not show much difference at depth, but the -2s/2s choice looked a little less pressure-dependent and slightly better near the surface. 

Bottom bottles were examined since for most the CTD was stopped. Cast #10 was an exception as the CTD was moving up when the bottle was fired, though the local gradient is small enough that this may not matter. Bottom bottles were examined in COMPARE; any cases where CTD and bottle salinity differed by >0.015 were excluded. The average of the differences indicates that the primary salinity was low by <0.001, but the standard deviation in the fit was 0.005. Trying other methods for choosing outliers suggested it was low by almost 0.002. For the secondary the differences varied greatly according to how outliers were identified, with it appearing to be low by from 0.004 to 0.008. When the same bottles were selected for both comparisons, the primary was low by 0.0006 and the secondary by 0.0066. The difference between these two is in line with the differences noted in section 8. For many of the bottom bottles come from shallow water and there is evidence from CTD variability and from transmissivity that there was a bottom current which complicates the comparison. 

The bottom bottle comparison is not proof that the primary salinity is the more reliable, because there are possible errors from the Autosal and from problems with samples, but it is the best evidence we have. As to why the two salinity channels should be so different when none of the sensors showed significant drift, the only hint is that the secondary conductivity has fine-scale noise. There is no reasonable offset that can bring the secondary salinity close to the bottles, so the primary sensors look like the best bet. 

The criteria devised to establish the proper offset was to try a variety of offsets and examine the differences between bottles and CTD salinity in COMPARE, aiming to minimize pressure-dependence and reduce the noise near the surface. A variety of conversions were tested including one with no offset (window -1s to +1s) and one narrow window (1s). For all the fits the salinity at the surface is biased towards high CTD values, but when data with standard deviations >0.001 are removed this bias disappears.

Four windows were examined in detail. When all bottles were removed from the comparisons for which differences were >0.1 or standard deviations in the CTD salinity >0.001, they all seemed to provide reasonable results. The following table shows the fit of differences against pressure, the average difference and the average difference above 100db.

For the primary channels:

	Window
	Fit Slope/offset
	Average all
	Average above 100db
	# of bottles included

	-2s→0s
	+3E-6/-0.0022
	-0.0012
	-0.0068
	149

	-1s→+1s
	-1E-6/-0.0001
	-0.0005
	-0.0046
	165

	-2.5s→-1.5s
	-4E-6/+0.0008
	-0.0008
	-0.0016
	107

	-3s→-1s
	-6E-6/+0.0021
	~0
	-0.0017
	118


For the secondary channels:

	Window
	Fit Slope/offset
	Average all
	Average above 100db
	# of bottles included

	-2s→0s
	+8E-6/-0.0103
	-0.008
	-0.0168
	149

	-1s→+1s
	+7E-6/-0.0098
	-0.008
	-0.0124
	165

	-2.5s→-1.5s
	+2E-6/-0.0079
	-0.0072
	-0.0083
	107

	-3s→-1s
	-10E-6/-0.0129
	-0.0089
	-0.0162
	118


If we judge these results based on how well the shallow differences resemble the whole water column then the choice of -2.5s to -1.5s is best for both sensor pairs. It also produces an average at the surface that is close to that found for the bottom bottles. It is not much different from the larger window with the same centre (-3s to -1s) which is comforting. The larger offsets do contain less data; having fewer points meeting the criteria would mean a worse fit if it were due to the differences being larger, but it is the larger standard deviations that led to the reduced number of points, which does not imply anything about the fit. The flattest fit against pressure is for zero offset (-1s to +1s), but given the noise level in the surface data this is probably not significant. It is also a poor fit in the top 100db.

The offset chosen was -2.5 to -1.5s.
