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PROCESSING NOTES
Cruise: 2007-62
Agency: OSD
Location: Knight Inlet/WCVI/Effingham Inlet/JdeF
Project: Aquaculture/LaPerouse/Effingham/JdeFuca
Party Chief: Juhasz T.
Platform: John P. Tully
Date: 11 September 2007 – 19 September 2007
Processed by: Germaine Gatien

Date of Processing: 23 November 2007 – 11 February 2008
Number of original CTD casts: 39
Number of CTD casts processed: 39
Number of bottle casts: 
24

Number of bottle casts processed: 23 (no sampling from #26)
TSG files: 2



Number of TSG
 casts processed: 2
INSTRUMENT SUMMARY
A SeaBird Model SBE 911+ CTD (#0443) was mounted in a rosette and attached were a Chelsea/Seatech transmissometer (#953), an SBE 43 DO sensor (#1119, on the primary pump), a Seapoint Fluorometer (#2356) with a 10X cable (on the secondary pump), and an altimeter (#1252). The deck unit was an SBE 11+ model (#0619) and there was a mid-ship winch. Seasave version 7.12 was used. A SeaBird model 21 thermosalinograph (#2116737-2487) was mounted with fluorometer WS3S-713P. Salinity analysis was done using AutoSal model 8400B, serial number 68572.
SUMMARY OF QUALITY AND CONCERNS
The CTD and rosette logs were in good order.
The calibration drift in this pressure sensor calibration is accelerating. It went up from +3.8db in February to +5.3db in August and appears to have gone up to +5.8 for this cruise. This will be a concern to sea-going personnel, because you may not be as close to the surface as you think you are. It is vital that a test be done at the surface to ensure the offset is high enough, and keeping track of the history of the sensor is also important.
The evidence about the salinity calibration was confusing. The bottle comparison suggested the CTD was reading low but the post-cruise recalibration indicated the opposite. Recalibration was based on the post-cruise calibration. This implies problems with either the salinity analysis or sampling. There have been some problems with the salinometer recently, and the samples sat for more than 2 months before analysis.

The dissolved oxygen data in the CTD files should be considered

•
±0.6ml/l from 0 –75db (except around 10db where values tend to be high.)

•
±0.3ml/l from 75 to 300db

•
±0.1ml/l below 300.

•
data below 500db tend to be low.

•
data below 1000db are considered unreliable by the manufacturer.

Clogging of the thermosalinograph created large sections of bad salinity data and questionable fluorescence. Some sections are obviously bad and data points were replaced with pad values. The high variability of the waters sampled may mask other sections of bad data, so this data should be used with caution. The lab temperature may be affected, but the data was left unedited as it is not clearly bad. The intake temperature is unaffected. For future use there are plans to install a filter to prevent such clogging.

The surface waters were not well-mixed making comparison to CTD casts less reliable, and only 1 loop sample was useful. The salinity was recalibrated based on history and a few casts where TSG data variability was low. The salinity may still be low by up to 0.03 units. When the sensors are next recalibrated a further recalibration of this data may be found necessary.
The TSG intake thermistor worked well for this cruise. The range of surface temperatures sampled was wide, so a study was made of the effect of ship heating on the lab temperature, for use in cases when the intake temperature is not available Water in the loop warmed by from 0.4C˚ at 10C˚ and there was no warming at 17˚C. Above that temperature water appears to cool in the loop, though there was little data available at those temperatures.
PROCESSING SUMMARY
1. Seasave
This step was completed at sea; the raw data files have extension HEX.
2. Preliminary Steps

The Log Book was obtained together with rosette log sheets; it contained no information about the TSG.
Nutrients and salinity data were obtained in spreadsheet format. 
The oxygen files were provided in individual ADD files.
The cruise summary sheet was completed.
The histories of the conductivity, DO and pressure sensors were obtained.

The calibration constants were checked for all instruments. The pressure sensor offset had been set to 5. During 2007-15 a setting of 5.3 was found appropriate, so the offset was changed to that value. This will be checked later and can be adjusted then if necessary. The new file was named 2007-62-ctd.con.

3. Conversion of Raw Data

Data were converted using the configuration files as listed above. A few casts were examined and all expected channels are present. The upcast primary temperature and conductivity traces are noisy primarily in the upcasts. The primary and secondary traces are quite different on upcasts, but generally close during downcasts. There are some very big spikes in primary temperature. The transmissivity has many small spikes and considerable noise in some upcasts. The altimetry signal is generally clear at the bottom. Dissolved oxygen has the usual hysteresis. Fluorescence looks ok.
An initial look suggests that the pressure offset of 5.3 is ok.
Rosette files were converted using a start time of -2s and duration of 5s.
The rosette files were then converted to IOS SHELL files. Those files were copied to *.BOT. All BOT files were plotted and no significant outliers were seen.
4. WILDEDIT

Program WILDEDIT was used to remove spikes from the pressure, conductivity and temperature channels only.  
Parameters used were: 
Pass 1    Std Dev = 2 
Pass 2    Std Dev = 5 
Points per block = 50

5. CELLTM

Tests were run on twol casts using settings (α = 0.01, β=7), (0.01, 9), (0.02, 7), (0.02, 9), (0.03, 7), (0.03, 9) and (0.0245, 9.5) to see what settings look best for this cruise. Most casts had stops for bottle sampling and those that didn’t were very shallow and the upcasts were extremely noisy, so they are not ideal for the tests. Many choices looked similar for the primary, though (0.02, 7) is best for the deepest cast. The best results for the secondary were (0.0245, 9.5) or (0.03, 7). During 2007-15 using the same equipment the best choices were (0.02, 7) and (0.03, 7). 
CELLTM was run using (0.02, 7) for the primary and (0.03, 7) for the secondary.
6. DERIVE

Program DERIVE was run twice: 

on all casts to calculate primary and secondary salinity.

on the only deep cast to calculate the differences between primary and secondary channels for temperature, conductivity and salinity. The latter data were placed in a test directory and will not be archived.
7. Test Plots and Channel Check

Only cast #12 was deep enough to make useful tests of sensor differences. Profile plots were checked for agreement between the pairs of T and C sensors as well as the salinity differences. During 2007-15 there was a gradual change in the C and S differences so those are listed below together with those of cast #12. The * indicates the data is from 2007-15.
	Cast #
	 Press
	T1-T0 
	C1-C0
	S1-S0
	Descent Rate

	11*

	500
1950
	-0.0001
-0.0002
	+0.00038
+0.00030
	+0.0046 VN
+0.0042 VN
	High
High

	14*

	500
1950
	-0.0008 VN
-0.0004 
	+0.00035
+0.00029
	+0.0044
+0.0039
	High, Noisy
High, Noisy

	17*
	500

1950
	-0.0012XN

-0.0005 N
	+0.00030 VN

+0.00023
	+0.0045 XN

+0.0035
	High
High

	18*
	500

1950
	-0.0006

-0.0002
	+0.00022
+0.00017
	+0.003

+0.0026
	High

High

	24*

	500
1950
	-0.0006
-0.0005
	+0.00020
+0.00014
	+0.0029
+0.0023
	High
High

	37*

	500

1950

3900
	-0.0005
-0.0006
-0.0007 N
	+0.00011
+0.00006
+0.00002 N
	+0.0018
+0.0014
+0.0007
	High, Noisy

High, Noisy

High, Noisy

	44*

	500

1950
	-0.0005
-0.0005
	+0.00010
+0.00004
	+0.0014
+0.0011
	High
High

	65*

	500

1950
	-0.0004 N
-0.0005
	+0.00003 VN
-0.00002 
	+0.0005 VN
+0.0003
	High

High

	79*

	500

1950
	-0.0006
-0.0005
	+0.00003
+0.00005
	+0.0003
-0.0001
	High

High, Noisy

	12
	500

1950
	-0.0007

-0.0003
	-0.00024

-0.00023
	-0.0020

-0.0027
	OK


N= Noisy data; VN = Very noisy data.
There was a cruise between 2007-15 and 2007-62 which used the same equipment, but it has not yet been processed. It does appear that the drift noted in the earlier cruise in conductivity and salinity has continued. There were significant problems with salinity data during the early casts of 2007-15, but that did not affect the data included in these tests. It was felt that for 2007-15 it was likely the primary sensor that was drifting.
8. Conversion to IOS Headers

The IOSSHELL routine was used to convert SEA-Bird 911+ CNV files to IOS Headers.
CLEAN was run to replace pad values in the Pressure channel using linear interpolation based on scan number.

9. Checking Headers

The header check and header summary were run. Header errors were found in the name of the chief scientist and the station names of casts #32 and 37. These were fixed in the CLN files.

The cruise tracks were plotted and added to the end of this document. 
The average surface pressure is 1.5db, which is low for the Tully. At the end of cast #25 there is a lot of data with pressure slightly <0 and pumps on, but conductivity values remain high enough to be clearly “in-water”. There were a few records at pressure ~-0.57 when the primary conductivity went down to about 2S/m and salinity as low as 4. So it looks as if the primary sensor was out of water very briefly. So the pressure may still be low by about 0.6db. If so, the pressure sensor drift noted during the processing 2007-15 is continuing to be significant. 
The mixed-layer calculation shows that the surface gradient is high, so using surface samples will be of little help for calibration and comparison of CTD and TSG data is likely to be very sensitive to small differences in depth.
The altimeter readings from the header were exported to a spreadsheet and a few casts were checked. The altimetry is noisy but the algorithm appears to have worked well. 
10.  BOTTLE FILE PREPARATION

The BOT files were averaged to enable an addsamp file to be created. This file was edited to add sample numbers taken from the rosette sheets. There were a few problems to be resolved:

· Some sample numbers were used twice. For cast #22 the sample numbers were 215 to 222 and on cast #23 the numbers used were 219 to 225. Dissolved oxygen samples were taken from all the bottles involved but no salinity or nutrients were taken from cast #23 according to the rosette log. (A sample 220 was found in the salinity spreadsheet, so it was renamed as 9220) Renaming the sample numbers for cast #23 will mean that only the oxygen data needs to be edited. So the second occurrence of duplicate sample numbers 219, 220, 221 and 222 will be renamed 9219, 9220, 922 and 9222. 
· Cast #12 – Niskin #2 tripped accidentally, so no sample # was assigned. This entry was removed. 

The ADDSAMP file was converted to CST files to be used as a framework for the bottle files. It was also used to add sample numbers to the BOT files (output: SAM). The BOT files were then bin-averaged (SAMAVG.)
The raw salinity data are in file 2007-62sal.xls and contain Autosal results for both loop samples and rosette samples. The two files were separated into 2007-62sal.csv and 2007-62-loop-sal.csv. The header names were changed to standard format and unnecessary columns were removed. Event #s were added to the CTD bottles data and flags were added to two casts for which there were 3 readings. There were a few discrepancies between the rosette log and the analysis sheets. 

· One bottle from cast #2 is labelled as sample #20. The rosette log indicates that the bottle should be sample #18 from 20db. The salinity value suggests that the label is correct. 
· The rosette log also shows no samples from cast #12, but 4 were in the analysis sheet. They were given as #153-156, but the values are too high to be from near the surface.
The file was ordered by sample number. The CTD file was converted into individual SAL files. A flag was added to one sample that had comments entered for it in the loop file; that file was set aside for later work on the TSG data.
Similarly the nutrient spreadsheet QF2007-62NUTS.xls simplified and saved as 2007-62-nuts.csv; the word “Nutrients” was inserted before comments, headers were changed to standard format and lines with no sampling were removed; the file was then sorted on sample number. The file was then converted into NUT files.

Dissolved oxygen files (*.add) were provided with a flag channel and comments entered in the headers, but the only flag entered was in the wrong column. This was fixed and sample numbers were changed in cast #23 as noted above and that file was reordered based on the new numbers. 
The CST and SAMAVG files for cast #23 had to be reordered by increasing sample number.

The SAL, ADD and NUT files were merged with CST files in three steps, and then put through CLEAN to reduce the headers to File and Comment sections only (Output MRGCLN1.) That file was then merged with SAMAVG files (Output:MRG).
11. COMPARE
Salinity
COMPARE was run with pressure as the reference channel. There was only 1 deep cast. The only extreme outliers are within 6db of the surface and the differences are as expected in such high gradient surface waters. There is a lot of scatter in the deeper results, with no pattern. Using just the 3 deepest bottles the primary looks a little high and the secondary low by 0.0016. Also when bottles were gradually removed until a flat fit was found (using 10 bottles only), the primary is high by 0.0007 and the secondary low by 0.0016. The primary appears to be lower than the bottles when all data is included. The secondary is lower than the primary and lower than the bottles in all cases, though it is close for the deepest bottles. The plots against file pair number show a significant trend in the primary, but not in the secondary. This fits observations during 2007-15. So, while the secondary does look further away from the bottles it is the better choice for archiving.  (See 2007-62-salinity analysis study.xls.)
No flags were added.
Dissolved Oxygen
COMPARE was run using pressure as the reference variable. A plot of DOX_BOT versus DOX_CTD was used to identify outliers. When those were excluded, plus the 3 bottles from below 1200db, the fit was:
CTD-BOT = 1.0476 * DOX-CTD -0.0066
There was no evidence of temporal variations even though low oxygen waters were sampled in Effingham Inlet. (See 2007-62-dox-comp1.xls.) 

This sensor was used during 2007-01 but only for a few casts. The fit then was:
CTD-BOT = 1.0537 * DOX-CTD + 0.0032
And during 2007-15 when an anoxic plug was used between all casts the results were:

CTD-BOT = 1.0864 * DOX-CTD -0.0116
It is believed that the plug was used during this cruise. 
Plots were made of bottle DO and CTD DO versus CTD salinity and based on those plus the compare results flags were assigned as follows:

· Cast #2, Sample #12: Flagged “c” as outlier in COMPARE
· Cast #4, Sample #45: Flagged “c” as outlier in COMPARE

· Cast #4, Sample #46: Flagged “d” as severe outlier in COMPARE

12. SHIFT

Dissolved Oxygen 

The only deep cast was used to test what SHIFT value to apply to the Dissolved Oxygen channel. This was judged by how the vertical offset between downcast and upcast traces compares with that of the temperature. Because of hysteresis alignment will not produce traces that overlie each other exactly. Values from +100 to +120 were tried and the best overall match of features was with +110 records, as found during 2007-01 and 2007-15 when this sensor was last used. SHIFT was run using +110 records.

Fluorescence
To find what shift is needed for the fluorescence, upcast and downcast profiles were examined to determine the vertical offset of the temperature and fluorescence traces. The differences between these two offsets are treated as a measure of how much the fluorescence needs to be shifted. The “excess” offset for the fluorescence was divided by the averaged descent/ascent rate and divided by 2(since the shift will be applied to both up and downcast) to find the shift (in seconds) to remove that offset. Values of ~1.1s were found for most cast. For most cruises a shift of +24 records (1s) has been found to be appropriate. SHIFT was run using +24records. (Output: SHFFL)

Conductivity
Tests were run on 3 casts with few or no stops for bottles, using shifts from -1s to +1s and T-S plots were prepared to compare the results. A setting of -0.5s worked best for the primary conductivity and +0.2s looked best for the secondary as it did during 2007-15. All casts were put through two runs of SHIFT first using those values. Primary and secondary salinity were recalculated. (Output *.SHFC0 and SHFC1).
11. DELETE

The following DELETE parameters were used: 

 
Surface Record Removal: Last Press Min
Maximum Surface Pressure (relative): 10.00

Surface Pressure Tolerance: 1.0                  Pressure filtered over 15 points

 
Swells deleted. Warning message if pressure difference of 2.00

 
Drop rates <   0.30m/s (calculated over 11 points) will be deleted.

    
Drop rate applies in the range:  10db to 10db less than the maximum pressure 
 
Sample interval = 0.042 seconds. (taken from header)

COMMENTS ON WARNINGS: There were no warnings. 
12. DETAILED EDITING

The secondary salinity will be selected for archiving because of the drift seen in the primary calibration through this cruise and 2007-15. 
Graphical editing was done using program CTDEDIT. On-screen plots of descent rate and pump status were also used. All casts needed light editing. 

Note was made of the editing details in the headers of the relevant files.
13. Other Comparisons

Previous experience with these sensors – 

1. Salinity: The primary sensors were used during 2007-15 when there was some time-dependence in the calibration; overall the salinity was within 0.001 of the bottles. The secondary sensors were also used for 2007-15 and were higher than bottles by ~0.0002. 
2. Dissolved Oxygen: This sensor has been used during 2007-01, but two sensors were used then and there was little bottle data for this sensor. During 2007-15 an anoxic plug and used and the following recalibration was applied (based on comparison with bottles):

CTD-BOT = 1.0864 * DOX-CTD -0.0116

A second recalibration was applied to the downcast files; that was an offset of -0.204ml/l. 
3. Pressure: The pressure sensor has been drifting over the past 5 years and that has accelerated recently; with an offset of +5.3 used for 2007-15.
4. Post-cruise calibration: The secondary conductivity sensor was recalibrated in October 2007 and the salinity was found to be high by 0.0038 salinity units per month, measured at 3 S/m, 9.5 months after the previous recalibration. This was the third of 3 cruises that used this sensor between recalibrations, so it would suggest that the salinity was high by ~0.0038 by the end of the cruise, but it was likely less than that early in the cruise. 
Historic ranges – Profile plots were made with historic ranges of T and S superimposed. All data fell within the ranges, except for salinity which was slightly low near 50db at stations QCS1, EFF13 and EFF12. This looks like a case of the halocline being a little lower than usual, rather than instrumental error.
14. Initial Recalibration
It is difficult to decide how to recalibrate the salinity. The bottle comparison suggests that the salinity is low by about 0.0016, but the post-cruise calibration shows it to be high by up to 0.0038. The temperature sensor was not recalibrated, so it is possible that there was a compensating error, but it would require an unusually large error in the temperature sensor (~0.0035Cº) to offset the conductivity error. Nonetheless errors of that size have occasionally occurred. It is also possible that there was a problem later in the cruise; there were no salinity samples available after cast #24. There is no note in the log of such problems and Doug Anderson does not remember any problems. Two other possibilities are problems with the salinometer or with the samples. More than 2 months passed between collection and analysis; evaporation of samples would lead to high bottle values and apparent low CTD values. Given the possibilities it seems best to recalibrate based on the post-cruise calibration, but picking a value of 0.003 since this probably reflects a mid-cruise value.
File 2007-62-recal1.ccf was prepared to subtract 0.002 from the salinity, add 0.6db to the pressure and to apply the following equation to the dissolved oxygen channel:
CTD-BOT = 1.0476 * DOX-CTD -0.0066
This correction was first applied to the rosette and chemistry files and then COMPARE was rerun to check that the results were as expected and they were. The downcast files were recalibrated. (See 2007-62-dox-comp2.xls.)
15. Final Calibration of DO

SHIFT corrects for the error in DO alignment with temperature due to transit time. The first recalibration corrects for the calibration drift in the sensor. A further correction is needed for the downcast data only, to allow for the “in-motion” error due to poor sensor time response. To check for this downcast data is compared with upcast bottles.

Files were bin-averaged to 0.5m bins for the casts with DO bottle samples. Those files were then thinned to the usual levels for bottles and compared to the bottle values in the MRG files. COMPARE was used to study the differences between the downcast CTD DO data and the upcast bottles. When data from below 1000m are excluded plus a few outliers identified by residuals, a trendline was found from which lead to the following correction:

DO Corrected = DO * 0.963 – 0.1239

In the past either a simple offset or a polynomial seemed to fit best. The average difference is about 0.26ml/l. The removal of more outliers to achieve a flatter fit did not have a significant effect on the average. During 2007-15 the same sensor read high by 0.204ml/l.  The thinned files were recalibrated using 2007-62-recal2.ccf to apply the above correction and COMPARE was rerun. The results showed that the recalibration was successful. (See 2007-62-dox-comp3.xls and 2007-62-dox-comp4.xls.) 

16. Special Fluorometer Processing

The COR1 files were recalibrated and clipped to 100db and processed separately for A. Peña. (Output: CLIP) These files have not been bin-averaged.

One set was then bin-averaged (0.25db bins), put through REMOVE and HEADEDIT and named as *.FCTD1 and saved for Angelica Peña. A second set, *.FCTD2, were filtered before bin-averaging. The SAMCOR1 files were recalibrated to correct pressure, put through REMOVE and named *.BOF and saved for the use of Angelica Peña. A readme.doc file was prepared with some notes on the preparation of those files.

17. FILTER and BIN AVERAGE of CTD files
A median filter, fixed size=11, was applied to the fluorescence channel in the COR files to reduce spikiness. One cast was examined before and after this step and showed that the filter was effective. 

The following Bin Average values were applied to the FIL files (output AVG):

Bin channel = pressure

Averaging interval = 1.000

Minimum bin value =   .000

Average value will be used.

Interpolated values are NOT used for empty bins.

After averaging, page plots were examined on screen and no further editing was deemed necessary.

Profile plots were made to check for bad data in transmissivity, fluorescence and dissolved oxygen. There were some noisy transmissivity data in casts #12 from 500 to 1200db; it was left unedited.
The second recalibration was applied to the averaged downcast files to using 2007-62-recal2.ccf. (Output: COR2) (Note that this recalibration is not applicable to the bottle files becuase the CTD is stopped.)

18. FINAL CTD files steps (REMOVE and HEADEDIT)
The following channels were removed from all casts: Scan_Number, Temperature:Primary, Salinity:T0:C0, Conductivity:Primary, Conductivity:Secondary, Oxygen:Voltage:SBE, Altimeter, Status:Pump, Descent_Rate and Flag.

A second SBE DO channel was added and the channels reordered to put the two SBE DO channels together. 

HEADER EDIT was used to fix formats and channel names and to add the following comments:
Transmissivity and fluorescence are nominal and unedited except that 

some records were removed in editing temperature and salinity.
The dissolved oxygen data in the CTD files should be considered:
•
±0.6ml/l from 0 –75db (except around 10db where values tend to be high.)

•
±0.3ml/l from 75 to 300db
•
±0.1ml/l below 300.

•
data below 500db tend to be low.

•
data below 1000db are considered unreliable by the manufacturer.

The Standards Check routine was run and HEADEDIT adjusted until no further problems were found. The final files were named CTD.
As a final check of dissolved oxygen, data % saturation was calculated and plotted. The near-surface values were between 60% and 135%. The values were low in Juan de Fuca Strait (60-70%), close to 100% offshore, from 95 to 135% in Knight Inlet and 85 to 115% in Effingham Inlet. There is no bottle data from Juan de Fuca to confirm that the low DO values are correct. The saturation in the other areas looks reasonable.
19. Final Bottle Files 
The MRGCOR1 files were put through SORT to order on increasing pressure. 
The following channels were removed from all casts: Scan_Number, Temperature:Primary, Salinity:T0:C0, Conductivity:Primary, Conductivity:Secondary, Oxygen:Voltage:SBE, Altimeter, Status:Pump, Descent_Rate and Flag.

A second SBE DO channel was added with different units. Then the files were reordered to put the two SBE DO channels together.

HEADER EDIT was run to fix formats and units and to add a comment about quality flags and analysis methods. 
Standards check was run on all files and HEADEDIT adjusted until all format problems were resolved. (Output: CHE)
There was no sampling from cast #26, so the CHE file will not be archived. 
22. Thermosalinograph Data

a.) Checking calibrations
There were 2 files containing TSG data. A report was printed for the con file, the fluorometer calibration was corrected and serial number was entered and the primary temperature calibration was corrected; the resulting file was saved as 2007-62-TSG.con. 
b.) Converting to IOS Headers, adding position headers and time channels, preliminary checks
The data were converted to CNV files using a SeaSoft routine. The channels converted were: Scan_Number, Temperature:Primary, Temperature:Secondary, Temperature:Difference, Conductivity:Primary, Fluorescence:URU:Wetlabs, UPloy0, Latitude, Longitude, Salinity:T0:C0 and Time Julian and then converted to IOS HEADER format. 
CLEAN was run to add End times and Longitude and Latitude minima and maxima to the headers. 
ADD TIME CHANNEL was used to add time and date channels in IOS SHELL format and the output files were named *.ATC. A track plot was produced and it looked correct; it was added to the end of the report.
Time-series plots were produced. During 2007-15 the intake temperature was bad, but it looks ok for this cruise. There are a few spikes, but the data is relatively clean. There is a lot of variability due to the variety of waters sampled. However, there is are some odd drops in salinity that look like the results of a clogged TSG.

One case occurred on the 14th of September from about 17:00 to 23:00 when the salinity dropped by 10 from one record to the next, so the low values are assumed to be wrong. The fluorescence looks suspiciously high for that section too. The lab temperature may be affected, but the differences between intake and lab temperatures don’t seem to change significantly. The bad patch ends with a drop in flow to 0 and then a resumption of expected values in salinity. There is a note in the log that the TSG was clogged and was cleaned when time permitted, presumably at the point where the flow was 0. It is obvious that the salinity data should be replaced with pad values. Doug Anderson feels the clog would also affect the temperature though not as much. The fluorescence data looks suspiciously high. 
Other cases are not noted in the log, but look similar. The first section in the Strait of Georgia has salinity values that are not believable. The salinity gradually does down until it suddenly reverts to reasonable values. This happened twice with only a short section that looks possibly ok between. Diane Masson confirms that the values are too low. Editing will be done to remove obviously bad data, but this whole data set will have to be treated with caution.
The ATC plots were opened in EXCEL and median values and standard deviations (over a 2-minute window / 5 points) were found for the intake temperature, salinity and fluorescence. These files were saved as 2007-62-0001.xls and 2007-62-0002.xls. 

The flow rate is quite steady through the record, between 1.1 and 1.3. 
c.)  Checking Time Channel
The CTD data, after editing and metre-averaging, were thinned to reduce the files to a single point at or within .3db of 4db and exported to a spreadsheet. 
The TSG files were opened in EXCEL, median and standard deviations were calculated for temperature, salinity and fluorescence and saved as xls files. Those files were then reduced to the times when CTDs were run and combined in a spreadsheet (2007-62-ctd-tsg-comp.xls). The positions were compared and were very close, with average differences for both latitude and longitude of <0.0001º and no difference greater than 0.0003º so the clock appears to have worked well. 
This spreadsheet will also be used in step (d) to compare temperature, salinity and fluorescence. 
d.) Comparison of T, S and Fl from TSG and CTD data
· T1 vs T2  The TSG data were used to study the effect of intake temperature on the temperature change in the loop. The range of temperatures sampled is higher than usual. For some cruises the intake temperature is not available, so we need to know how to correct the lab temperature to get a proxy for intake temperature. This data could be useful for understanding the issues. The average difference between intake temperature and lab temperature is -0.22C˚ for the first file and -0.18C˚ for the second file. When the median temperature differences are fitted against the median intake temperature there is a lot of noise, but in each case a trendline with differences of ~0.8 C˚ at 0˚C and a crossover from heating to cooling at about 17˚C, suggesting that 17˚C is the average of the ship’s temperature, at least around the loop. At higher temperatures the ship effect is smaller, but the two fits lead to significantly different answers. Since there are a lot fewer data in the first file, and particularly fewer data at higher temperatures, the results from the second file are probably more reliable. Another advantage to using the second file is that it avoids the section where the TSG was clogged. The fit found in the 2nd file was:



TSG Intake Temp – TSG Lab Temp = 0.0447 * TSG Intake Temp– 0.7602

This gives heating of the water in the loop by 0.4C˚ at T=8˚C, 0.22 at T=12˚C, 0.13 at T=14˚C and no change at T=17˚C and cooling by 0.13C˚ at T=20˚C. This fits fairly well with observations in the past. However, we have generally applied a constant correction; if there is a wide range of surface temperatures sampled this may not be appropriate. 
· TSG vs CTD The spreadsheets comparing CTD and TSG files were then examined to find the differences between the salinity, fluorescence and temperature channels for the CTD and the TSG. All 39 CTD casts could be used. Graphs were prepared comparing the TSG temperature, salinity and fluorescence with those of the CTD. The section of questionable TSG data from October 14th did not overlap with any CTD casts. 
The initial plots show tremendous variability in the differences between CTD and TSG in salinity and temperature. The ratio of the TSG and CTD fluorescence, on the other hand, show no more noise than usual, and a fit of TSG vs CTD fluorescence is a closer fit than usual. When temperature differences were plotted against standard deviation in the TSG temperature, most of the outliers are associated with high variability in the TSG data. This was true of salinity differences as well, though there were 2 severe outliers at relatively low standard deviation. For the fluorescence ratio, there is more scatter at higher standard deviation and for the lowest standard deviation the ratio is higher than where there is a lot of scatter. The high scatter in T and S is not unexpected given the mixed layer was shallow, so that a slight mismatch in depths will be significant.
The data was reordered on standard deviation in the median TSG intake temperature. The standard deviations were lowest in the LG line and Juan de Fuca Strait. The noisiest section was Effingham Inlet and parts of the Broughton were also very noisy. The CTD data does have a fairly large gradient at about 4m, so slight mismatch in depth might make a significant difference. The intake is at 4.5m and the CTD data chosen was from 4m. Data from 5m look even worse, but data from 3m looks similar. 
	Depth of CTD data
	Data selected
	TSG T1-CTD T
	TSG Sal –CTD Sal

	4m
	4 lowest std dev T or S
	0.005
	-0.059

	“
	8 lowest std dev T & S
	0.050
	-0.062

	“
	11 lowest std dev T
	0.067
	n/a

	“
	18 lowest std dev Sal
	n/a
	-0.055

	“
	5 low std dev/low T diff
	0.0033
	-0.025

	3m
	4 lowest std dev
	0.067
	-0.055

	“
	8 lowest std dev
	0.006
	-0.020


The results vary greatly depending on what data is included. There is no significant difference between the 3m and 4m CTD data.  
The lab temperature was higher than the CTD by 0.26Cº (using 8 records with low S & T standard deviations) and higher than the intake temperature during CTD casts by 0.20Cº. 
The CTD mixed-layer depth calculation indicates that salinity variations in the top 10m are significant for all casts in this cruise.
· Loop Bottle Comparisons There were 4 loop salinity samples. Median (2 minute interval) salinity data were taken from the TSG files by matching time. The comparison was saved as 2007-62-loop-sal-comp.xls. The results are as follows:
	Date
	Time
	Sal:Bottle
	TSG Sal med
	TSG Sal std dev
	TSG Sal-loop 
	TSG median Sal-loop

	Sept. 14
	1:42
	24.7213
	24.3985
	0.180195
	-0.4967
	-0.3228

	Sept. 14
	19:30
	31.6671
	16.6572
	0.061147
	-8.0641
	-8.0641

	Sept. 15
	5:30
	31.8553
	31.8153
	0.015141
	-0.0466
	-0.04

	Sept. 17
	3:00
	31.2322
	31.1482
	0.012189
	-0.0785
	-0.084


The first sample was taken in an area of very high variability, as seen in the high standard deviation in the TSG salinity. The second loop sample was taken during the period which has obviously bad TSG data. The fourth loop sample was flagged by the analyst. So only one sample is useful and that suggests that the TSG salinity is low by 0.04.
· Calibration History The TSG was used during 2007-12, -13, -14 and -15 in May, June and August of 2007, but there was no inlet thermistor or loop sampling for the first of those. The lab temperature was dependent on the intake temperature. It is usually high by about 0.2Cº at this time of year. The salinity was found to be low by 0.05, 0.7 and 0.05 during the first 3 cruises. For 2007-15 two recalibrations were used due to a shift mid-cruise that was probably caused by bubbles in the system; it was found to be high by about 0.02 early in the cruise and 0.19 later.
Conclusions

The inlet temperature appears to be higher than that of the CTD by at least 0.003Cº, and maybe by as much as 0.07Cº. There were some questions about the temperature calibration of the CTD since the salinity seems lower than expected based on loop samples, but any error in that would only make the TSG temperature look even higher. A difference of 0.003Cº does not suggest a problem with the temperature calibration, but 0.070Cº would imply a problem.
The lab temperature is probably high by between 0.13 and 0.31Cº depending on intake temperature, with an average of about 0.2Cº.
The comparison with CTD suggests that the TSG salinity is low by 0.05 or 0.02, the lower value coming when only 8 points with low standard deviation in both temperature and salinity. The comparison with the only useful loop sample indicates it is low by 0.04. Other recent cruises give salinity low by 0.05, 0.07, 0.05 and 0.02; this may suggest a trend to lower differences but the evidence is weak. If we assume that the temperatures are actually close, and pick cases where the temperature differences are small and T and S standard deviations low, then the salinity is low by 0.025. Any value between 0.02 and 0.05 could be justified.
There is no clear right way to recalibrated, but it is reasonable to assume that the temperature sensor behaved as usual, so that the data with the lowest temperature differences should be trusted. If we do that then we would conclude that the salinity is low by about 0.025. So we will use that figure to recalibrate the salinity and we will leave the temperature uncorrected.
The TSG fluorescence is about 1.2 times the CTD fluorescence. No recalibration will be applied.
e.) Editing

CTDEDIT was run to clean spikes in salinity that are not associated with temperature spikes, and to remove Salinity and Fluorescence values from records #1-1138, #3007-3222 and #7590-8236 in the first file. No records will be removed so that the record of positions will be intact. The second file required only light editing of salinity. Notes about editing were made in the headers.
f.)Calibrate
File 2007-62-tsg-recal2.ccf was prepared to recalibrate salinity by adding 0.025.

g.) Preparing Final Files
REMOVE was used to remove the following channels: Scan_Number, Temperature:Difference, Conductivity:Primary, Flag and UPloy0 (flow rate). 

HEADEDIT was used to rename Temperature:Primary as Temperature:Lab, Temperature:Secondary as Temperature:Intake, to add a comment, change the DATA TYPE to THERMOSALINOGRAPH and to add the depth of sampling to the header. 

The TSG sensor history was updated. 

As a final check plots were made of the cruise track and data; no problems were noted.

20. Producing final files
A cross-reference listing was produced for CTD and CHE files.
The sensor history was updated.
PARTICULARS
Sept. 14: TSG clogged, cleared when time allowed.
12. Niskin #2 fired accidentally, no sampling from that one, bottle #3 is at 1500db.
20. Anoxic at Niskin #1 and 2.
26. Sample #s assigned, but no indication that any sampling actually occurred.
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CRUISE SUMMARY

	Cruise ID#:    2007-62

	Dates:   Start: 11 September 2007                       End: 19 September 2007

	Location: WCVI / JdeF

	Vessel:  John P. Tully                                    Party Chief: Juhasz T.

	

	

	CTD#
	Make
	Model
	Serial#
	Used with Rosette?
	CTD Calibration Sheet Competed?

	1
	SEABIRD
	911+
	0443
	Yes
	Yes


	CTD Calibration Information

	Sensor
	Pre-Cruise
	Post Cruise

	Name
	S/N
	Date
	Location
	Date
	Location

	Temperature


	2106
	25Apr07
	Factory

“
	
	

	Conductivity


	2424
	25Apr07
	“
	
	

	Secondary Temp.


	
4752
	6Mar07
	“
	
	

	Secondary Cond.
	1763
	23Dec06
	“
	
	

	Transmissometer
	953DR
	23April07
	IOS
	
	

	SBE 43 DO sensor
	1119
	10/Nov/2006
	Factory
	
	

	Fluorometer
	2356
	?
	IOS
	
	

	Pressure Sensor
	63507
	25/Oct/2004
	Factory
	
	

	Altimeter
	1252
	?
	?
	
	


TSG Calibration Information

	Calibration Information

	Sensor
	Pre-Cruise
	Post Cruise

	Name
	S/N
	Date
	Location
	Date
	Location

	Temperature
	2487
	10/04/07
	Factory
	
	

	Conductivity
	2487
	10/04/07
	“
	
	

	Wetlab/Wetstar Fluorometer
	WS3S-713P
	18/01/01
	“
	
	

	Temperature 2
	2416
	23/Dec/06
	
	
	

	Flow Meter
	?
	?
	?
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