REVISION NOTICE TABLE

	DATE
	DESCRIPTION OF REVISION

	7 Feb 2019
	Bottle spreadsheet converted to searchable BOT files.

	28-Sep-2017
	Corrected MISSION metadata field in header. R.H.

	11-Jan-2006
	Surface loop data was added to the archive. The data was acquired from John Morris at PBS. Chlorophyll flags were added from the “2004-03chlarc.csv” file in the DOC directory. The original spreadsheet file from John and more detailed processing notes can be found in the “Cruise_Data\Documents” directory. Any questions regarding this data should be directed to John Morris. J.L.

	22 Dec. 2004
	Recalibrated CTD salinity based on post-cruise calibration; see note below.


PROCESSING NOTES
Cruise: 2004-03
Agency: OSAP

Location: N. W. Pacific
Project: High Seas Salmon
Party Chief: Morris J.
Platform: W. E. RICKER
Date: February 11, 2004 – March 1, 2004
Processed by: Germaine Gatien

Date of Processing: 22 March 2004 –21 May 2004
Number of original CTD casts: 77
Number of casts processed: 77
INSTRUMENT SUMMARY    
A SeaBird Model SBE 911+ CTD (#0506) was mounted with Transmissometer #197 and Seapoint Fluorometer (#2228). The deck unit was a SeaBird model 11 (S/N 0471). The salinity was analyzed using Portasal Model #8410 (S/N 59724).
SUMMARY OF QUALITY AND CONCERNS
The files had non-standard names. 
The descent rate of the CTD was extremely noisy for many casts.
PROCESSING SUMMARY
1. Seasave
This step was completed at sea; the raw data files have extension DAT.

2. Preliminary Steps

The Log Book was obtained. Bottle salinity and titrated chlorophyll data were obtained. The nutrient data was not ready. 
The cruise summary sheet was completed.
The configuration files were obtained and the calibration constants were checked. 
An error in the calibration constants for the pressure sensor was corrected, the pressure offset removed, and the date of the transmissometer recalibration corrected. The resulting file was named 2004-03CTD.con.
The sensor history was found. All temperature and conductivity sensors were last used for cruise 2003-36. 
3. Conversion of Raw Data

The raw data were converted using configuration file 2004-03-ctd.con. The pressure was checked to see if the offset (-1db) that was in the original configuration files should have been kept. The pumps come on at about 4db which seems right for the Ricker. It appears that using a -1db offset would give pressure values that are too low, so removing the offset was a good idea.
A few casts were checked and all channels contained reasonable data. The differences between the pairs of channels look large for the upcasts, but the downcasts look reasonable.
4. WILDEDIT

Program WILDEDIT was used to remove spikes in the pressure channel only.  Parameters used were: 


Pass 1    Std Dev = 2
Pass 2    Std Dev = 5
Points per block = 50

5. ALIGNCTD

Since the deck unit was one of the older versions that does not advance the secondary conductivity, all casts were put through ALIGNCTD to advance the secondary conductivity by +0.073 so that it matches the primary. Fine-tuning of the alignment will be done later using SHIFT.

6. CELLTM

Tests were run on three casts running CELLTM with choices of (0.01,7), (0.01,9), (0.015,9),(0.02,7), (0.02,9), (0.03,7),(0.03,7) and (0.0245,9.5) for (alpha, 1/beta). The best choice overall for those casts was found to be (0.01,9) for the secondary channel and no setting improved the primary channel. This is quite different from other cruises using this equipment for which the optimal results were found with (0.02,7) and (0.03,9). The temperature gradients were low and the descent rate very noisy. The differences between the sensors on the upcasts suggest that the flow rate was not the same in the two pumps. These factors make it difficult to test the results of CELLTM, since the optimal results are those that make the upcast and downcast overlie each other. That is unlikely to ever be achieved here. 
Another cast was found (#103) for which the descent rate was fairly steady; the sensors were also in reasonably good agreement during the upcast. For that case the best choice was (0.01,7) and (0.03,9) for the primary and secondary respectively.
CELLTM was run on all casts using (0.01,7) and (0.03,9) for the primary and secondary conductivity, respectively.
7. DERIVE

Program DERIVE was run twice: 

on all casts to calculate primary and secondary salinity.

on all casts to calculate the differences between primary and secondary channels for temperature, conductivity and salinity and to calculate the descent rate. These were placed in a test directory and will not be archived.
8. Test Plots and Channel Check

A sample of casts was plotted to check for agreement between the pairs of T and C sensors. The temperature differences are extremely noisy; the average differences are reasonable, but the variability suggests a problem with one or other pump or with the way the equipment was mounted.
	Cast #
	 Press
	T1-T0 
	C1-C0
	S1-S0
	Descent Rate

	59
	250
	-0.00035
	-0.00025
	-0.0023
	Low, mod.noisy

	103
	250
	-0.0005
	-0.00025
	-0.0015 to -0.003
	Steady

	191
	250
	-0.0005
	-0.00025
	-0.002
	X Noisy


The only cast deeper than 250db had a noisy descent rate and noisy differences, but there was no obvious depth dependence in the differences.

The transmissivity and fluorescence look reasonable and there is no serious spiking in any data.
9. Conversion to IOS Headers

The IOSSHELL routine was used to convert SEA-Bird 911+ data to IOS Headers. Two casts had errors in the headers that had to be corrected before they could be converted.
CLEAN was used to add event numbers and to remove pad values in the pressure channel using linear interpolation based on record number.
10. Checking Headers

A header summary and a header check were produced. Errors were found in the SeaBird headers of cast #10; those were fixed in the CNV file and it was then reconverted and put through CLEAN.
The station name was corrected in one cast. 

There was a discrepancy between the log and the header longitude; the GPS is presumed correct and is close to the entry for the net and trawl.

The cruise track was plotted and the positions look reasonable. 
The average surface pressure is 3.9db, with a minimum of 2.1db; this is reasonable for the Ricker.
The mixed-layer depth calculation shows that the 10db salinity may be useful for calibration purposes for casts #28, 39, 91, 112, 115, 124, 133, 139, 142, 148, 152, 154, 185. 
T0, T1, S0 and S1 were plotted for all casts. The primary and secondary salinity are reasonably close though the differences between sensors are notable during the upcasts. The secondary upcasts look like the downcasts, but there are significant differences in the primary, especially in the high gradient regions.
11. SHIFT
Fluorescence

To find what shift is needed for the fluorescence, upcast and downcast profiles for 2 casts were examined to determine the vertical offset of the temperature and fluorescence traces. The difference between these two offsets is treated as a measure of how much the fluorescence needs to be shifted. The “excess” offset for the fluorescence was divided by the averaged descent/ascent rate and divided by 2(since the shift will be applied to both up and downcast) to find the shift (in seconds) to remove that offset. As has been found in the past a choice of 1s looks reasonable although the descent rate was very noisy and the offsets highly variable; a shift of +24 records was applied. 
Conductivity
Initial tests were run using advancements of +0.5, 0 and -0.5 records on cast #103. The results were examined in T-S space with the best results those that minimize unstable spiking without oversmoothing. The best results were with a shift to the secondary conductivity of -0.5 records. Further tests were then tried for settings between -1.5 and -0.5 records, narrowing down the best choice to about -1.2 records, or -0.05s. This implies a net advancement of about +0.023s which is unusually low. SHIFT was run on several other casts using -1.2 records and that setting proved satisfactory. This is an odd alignment compared to other cruises using this same type of equipment, but it is close to the results of 2003-38 (-1.1 records).
Similar tests were run for the secondary conductivity and the best results were with a setting of -0.6 records or -0.025s for a net advancement of +0.058. The result for 2003-38 was 0.5 records.

All data were put through SHIFT twice using -1.2 for the primary and -0.6 records for the secondary conductivity.
12. BOTTLE FILE PREPARATION
Bottle data were received from the analysts in spreadsheet format:  2004-03chlarc.xls and 2004-03sal.csv.
The information from those spreadsheets was converted into CHL and SAL files.  
Comparisons were made of fluorescence with CHL and bottle salinity with CTD salinity.
Salinity comparison
There were only 2 deep salinity samples. The bottle was about 5db above the CTD. The casts were examined to see the depth at which the CTD stopped and 5 db were then subtracted from that to find the depth of the Niskin bottle. Plots were then prepared of salinity at that depth. The CTD moved up and down in the water during the stop so the estimated depth of the bottle is rough. 
	Cast
	CTD stop
	Niskin level

	142
	500.7
	495.7

	185
	501.5
	496.5


File 2004-03-deep-sal.xls contains an analysis of the deep salinity comparison. There was a lot of movement of the CTD at the bottom so it is impossible to determine the exact depth of firing. The salinity was checked a metre above and below the values in the table and the range of salinities in that region was noted for both the upcast and downcast. Those values were compared with the bottle salinity and the two sensors look very similar, within 0.001psu of each other. The downcast CTD data was within 0.001psu of the bottles, and the upcast data within 0.003psu. The primary was slightly closer to the bottles.
Next, the near-surface salinity bottles were examined. The CTD files were thinned to 11db, which is the approximate height of the Niskin bottle firing (5db above the level at which the CTD stopped.) 
· The downcast salinity is low by 0.0025psu and 0.0042psu for Sal0 and Sal1 respectively, compared to the bottles. Those differences are 0.0018 and 0.0038psu when only 4 casts with well-mixed surface waters are used. The differences between the primary and secondary are larger than at the bottom or during the upcast at the same depth. (See 2004-03-surface-sal-down.xls.)
· Using the upcast data the differences are low by ~0.0007su and ~0.0035psu. When only well-mixed surface waters are used the primary is low by 0.0006psu and the secondary by 0.0025psu. (See 2004-03-surface-sal-up.xls.)
It is expected that the best comparison at the bottom will be with the downcast salinity, while at the surface the choice is less clear. The downcast is cleaner data, but the upcast is closer in time. 

In summary, the primary salinity appears to be close to the bottles, certainly within 0.003psu and probably within 0.001psu; the secondary appears to be low by from 0.0007 to 0.0042psu. There is no obvious time-dependence in the differences. 
Fluorescence-chlorophyll comparison

For comparison with the extracted chlorophyll the shifted files were put through REVERSE and DELETE. These upcast files were then averaged in 0.5db-bins and thinned to just one point at 11db. This is 5db above the average stopping depth; there is some error associated with this assumption, but the only way to do better is to examine every cast in detail which was not done. The 11db values were exported in spreadsheet form and pasted into the table with CHL. The ratio of chlorophyll to fluorescence is close to 1 for chl < 1. For CHL>1 the ratio is higher, up to 2.7. A power trendline fits reasonably well.
All sampling was between 7am and 7pm, so most are in daylight. (See 2004-03-chl-fl-comp.xls.)
13. DELETE

The following DELETE parameters were used: 

 
Surface Record Removal: Last Press Min
Maximum Surface Pressure (relative): 10.00

Pressure Tolerance: 1.0                                        Pressure filtered over 15 points

 
Swells deleted. Warning message if pressure difference of 2.00

 
Drop rates <   0.30m/s (calculated over  11 points) will be deleted.

    
Drop rate applies in the range    10.00 dbars to 10 dbars less than the maxiumum pressure 
 
Sample interval = 0.042 seconds. (from header)

COMMENTS ON WARNINGS: The only warnings referred to bottom or upcast data.
14. DETAILED EDITING

It is not obvious which sensors to pick. The primary seems a little smoother overall, but for some casts the secondary looks better. The salinity comparison showed that the primary was closer to the bottles, so the primary was selected.
Page plots were produced using T0,S0. These plots were examined for spikes and instabilities and used to guide the use of CTDEDIT. Where unstable features were clearly due to shed wakes the data were removed. Salinity was cleaned where large spikes occurred. Small spikes (mostly “overshoots” in large T gradient areas) were cleaned only if it was clear they were due to imperfect alignment of T and C. Small two-sided spikes in salinity will mostly be removed by metre-averaging.  Editing of salinity was done where it appeared that would not be the case. 
The descent rate was extremely noisy for most of the offshore casts, but it was kept high on average, so the loss of data due to shed wakes was minimized. 
The following casts required no editing: 41, 47
For cast # 182 both sets of sensors produced bad data in the top 20db of the downcast. The upcast data was better so that data was selected for the archive. The shifted file was put through REVERSE and then DELETE with output file named DEL2.)
Note was made of the editing details in the relevant files. The edited files were copied to EDT files so that a complete set of files exist with either edited data or data that do not require editing.

15. Other comparisons

Previous experience with these sensors – This equipment has been used many times since the last recalibration, but there was generally little salinity sampling and a lot of scatter. In most cases both sensors gave salinity that was too high. In October 2002 there were surface bottles from well-mixed water. The primary salinity was found to be high by 0.004psu and the secondary salinity high by 0.002psu; however, both temperature sensors were different for those cruises so this information is of limited use. During 2003-13, when the temperature sensors were the same as used for this cruise, the primary was low by 0.006psu and the secondary high by 0.002psu, but there was only 1 deep bottle and the surface water was not well-mixed, so the results are suspect. During 2003-36 with the same temperature sensors the primary was low by about 0.007 and the secondary by 0.008. There were 4 deep bottles plus near-surface bottles and there was a lot of scatter in the comparison. The best comparison is from 2003-16 when there were was a lot of scatter, but given many bottles from 500db, a clear picture emerges; the primary was found to be low by about 0.0005psu and the secondary low by about 0.001psu.
Historic ranges – There were some excursions from the historic ranges. All were in casts that were close to shore and most were in temperature. This is more likely to be a limitation in the climatology than a problem with the sensors. There is no indication of instrumental error.
16. Recalibration

The primary salinity is believed to be slightly lower than the bottles, probably within 0.001psu. No recalibration was applied. 
17. Special Fluorometer Processing

The EDT files were clipped to 100db and stored in a separate directory for the use of Angelica Peña. They were put through REMOVE and HEADEDIT to produce files FCTD and saved to a CD-ROM.
Because there are no rosette files, the upcast files were clipped to 100db after SHIFT, REVERSE and DELETE. These were put through REMOVE and HEADEDIT and named UPFCTD. These data are unedited.

A median filter, fixed size=11, was applied to the fluorescence channel in the EDT files to reduce spikiness. One cast was examined before and after this step and showed that the filter was effective. 
18. BIN AVERAGE of CTD files
The following Bin Average values were applied to the FIL files (output AVG):

Bin channel = pressure



Averaging interval = 1.000
Minimum bin value =   .000

Average value will be used.
Interpolated values are NOT used for empty bins.

After averaging, page plots were examined on screen and no further editing was deemed necessary.
19. Final Plots

THIN and DERIVE were run to obtain values for tables and page plots were prepared using the edited data and displaying T, S, Transmissivity and Fluorescence profiles.  
20. FINAL CTD files steps (REMOVE and HEADEDIT) 
The Scan_Number, Temperature:Secondary, Salinity:T1:C1, Conductivity:Primary, Conductivity:Secondary, Status:Pump, Descent_Rate and Flag channels were removed from all casts.
HEADER EDIT was used to fix formats and two header entries and to add the following comments:

Transmissivity and Fluorescence – The data are nominal and unedited, except that some records were removed in editing T and S.
The final files were named CTD. The Standards Check routine was run and HEADEDIT adjusted until all format problems were removed.
21. Producing final files

A cross-reference listing was produced.
The sensor history was updated.
Institute of Ocean Sciences

CRUISE SUMMARY

	Cruise ID#:    2004-03

	Dates:   Start: February 11, 2004                       End: March 1, 2004

	Location: North-West Pacific

	Vessel:  W.E. Ricker

	Party Chief: Morris J.


	CTD#
	Make
	Model
	Serial#
	Used with Rosette?
	CTD Calibration Sheet Competed?

	1
	SEABIRD
	911+
	0506
	No
	Yes


Institute of Ocean Sciences

CTD Calibration Information

Make/Model/Serial#:
SEABIRD/911+/0506
Cruise ID#:

2004-03


	Calibration Information

	Sensor
	Pre-Cruise
	Post Cruise

	Name
	S/N
	Date
	Location
	Date
	Location

	Temperature
	2668
	20/06/02
	Factory
	
	

	Conductivity
	2424
	16/04/02
	“
	
	

	Secondary Temp.
	2374
	20/06/02
	“
	
	

	Secondary Cond.
	2399
	16/04/02
	“
	
	

	Transmissometer
	197
	16/01/03
	IOS
	
	

	Fluorometer
	2228
	
	IOS
	
	


Dec. 22, 2004: All CTD files were recalibrated using file 2004-03-recal2.ccf to add 0.0110psu to the primary salinity based on post-cruise calibration of the conductivity sensor. It was assumed that the drift was linear with time. G. Gatien
