REVISION NOTICE TABLE

	DATE
	DESCRIPTION OF REVISION

	6-Jun-2013
	Added Iron profile files with cast numbers 8xxx from Keith Johnson’s spreadsheet file which can be found in the cruise .DOC directory.

	16-Sep-2010
	Added Lisa Miller’s Dissolved Inorganic Carbon and Alkalinity data to the rosette files. J.L.

	20-Jan-2006
	Added loop data to the archive. 

NOTE: Comparisons between loop and Niskin samples show chlorophyll loss in the loop.

	13-Apr-2005
	Added carbon data to the rosette files.

	27-oct-2003
	Added the nutrient and chlorophyll data to the rosette files.


PROCESSING NOTES
Cruise: 2003-01
Agency: OSAP

Location: Gulf of Alaska
Project: Line P
Party Chief: Robert M.

Platform: John P. Tully
Date: 4 February 2003 – 18 February 2003
Processed by: Germaine Gatien

Date of Processing: 15 May 2003 –23 June 2003
Number of original CTD casts: 35
Number of casts processed: 35
INSTRUMENT SUMMARY
A SeaBird Model SBE 911+ CTD (#0550) was mounted with a Transmissometer (498DR), SBE 43 Dissolved Oxygen Sensor (S/N #0047), PAR sensor #4565, Surface PAR sensor and Seapoint Fluorometer (#2356). The DO sensor was mounted on the primary pump and the fluorometer on the secondary. The fluorometer had a 10X. The deck unit S/N was #0619.

SUMMARY OF QUALITY AND CONCERNS
The data was in good order. There were excellent notes on which equipment was used on each cast.
The descent rate was very noisy but generally the average was kept high.

There is some evidence of problems of irregular flow-rate leading to spikes in T and C. Such spikes occurred in both primary and secondary channels but not at the same time. 

The dissolved oxygen sensor continues to show poor time response. Attempts have been made to correct for some of this error using titrated samples, but the oxygen is considered to be:
· Low by up to 0.5 ml/l  from 0 to 100m

· High by up to 0.8 ml/l  from 100 to 200m

· ±0.25 ml/l  from 500m to 1300
· not reliable below 1300m

PROCESSING SUMMARY
1. Seasave

This step was completed at sea; the raw data files have extension DAT.

2. Preliminary Steps

The Log Book was obtained and read. 

Salinity, titrated chlorophyll and dissolved oxygen calibration data were obtained. 
The cruise summary sheet was completed. 

The configuration files were obtained and the calibration constants were checked. 

There was an error in the data of the pressure calibration which was corrected.

It was believed that there was an error in the transmissivity calibration and the co-efficients were changed in the configuration file. It was discovered later that the error was in the date, not the data, so a correction will be made when calibrations are done later in the processing increasing transmissivity by a factor of ~1.0008.
The sensor history was found.

3. Conversion of Raw Data
Due to the addition of a Surface Par sensor a different configuration files was used for the final cast:


0550ctda.con – 
casts  1 - 53

0550ctdb.con – 
cast 54 only
The raw data was converted using the above files; rosette files were converted separately with salinity channels included.

A preliminary check of a few casts shows all expected channels present. 
The temperature and conductivity traces track reasonably well and up and downcasts are similar although upcasts are much noisier than downcasts.
4. WILDEDIT

Program WILDEDIT was used to remove spikes in the pressure channel only.  Parameters used were:

   
Pass 1    Std Dev = 2
Pass 2    Std Dev = 5
Points per block = 50 

5. CELLTM
Tests were run on a few casts using (0.01,7), (0.01,9), (0.02,7), (0.02,9), (0.03,7) and (0.03,9) for α and 1/β. The choice of (0.02,9) proved a good choice although the differences were not significantly different from (0.02,7). CELLTM was run on all casts for both channels using (0.02,9).

6. DERIVE
Program DERIVE was run twice: 

on all casts to calculate primary and secondary salinity.
on all casts to calculate the differences between primary and secondary channels for temperature, conductivity and salinity. These were placed in a test directory and will not be archived.
7. Test Plots and Channel Check
A sample of casts was plotted to check for agreement between the pairs of T and C sensors. All expected channels were present. The differences were extremely noisy and the values that follow are very rough averages:

	Cast #
	Press
	T1-T0 
	C1-C0
	S1-S0
	Descent Rate

	3
	1500
	+0.0005
	+0.0001
	+0.001
	Noisy, high

	28
	1500
	+0.0004
	+0.00005
	~0
	Extremely noisy, high

	48
	1500
	+0.0006
	-0.00012
	-0.0015
	Noisy, high


Cast #28 was examined to check for pressure dependence; while the conductivity differences were quite steady with pressure the differences in salinity and temperature do have significant pressure-dependence. The source of the problem will be investigated when the bottle salinities are examined.
The dark values of fluorescence are about 0.06ug/l. 

The offset in dissolved oxygen between downcast and upcast is about 30m more than that observed in the temperature trace. So an estimate of the shift needed is about 15s. This will be examined in more detail later.
The transmissivity was about 89% at depth.


8. Conversion to IOS Headers
The IOSSHELL routine was used to convert SEA-Bird 911+ data to IOS Headers. 

The ROS files were converted to IOS files, and the extensions were changed to BOT.
CLEAN was used to add event numbers to both IOS and ROS files. The ROS files were named BOT after clean.

A text editor was used to remove the initial 4076 records from cast #20 because there was an initial shallow cast before the full cast.

All casts were plotted and the only problem noted is the temperature and salinity around 400db for cast #37. It was noted in the log that what looked like jellyfish parts were on the sensor at the end of the cast so that probably explains the observations.
9. Checking Headers
A header summary and a header check were produced and checked. No errors were found. 

The surface routine was run and the average surface pressure was found to be 1.8db which is reasonable. 

The mixed-layer depth was calculated using 10db and 0.005psu as input parameters. Many casts have a deep enough mixed layer to be useful for surface salinity comparisons with bottles.

The cruise track was plotted and looks reasonable.

10. COMPARE
The BOT files were examined for errors and none were found.
SALINITY- 
COMPARE was run using SAL and SAM files. Keeping in mind the pressure-dependence in the salinity differences noted earlier extra care was taken over this analysis.

1. Looking first at the samples taken in well-mixed surface water the primary salinity was found to be low by 0.0026psu and the secondary by 0.0029psu. There was no obvious time-dependence.

2. Next the samples from 500db down were studied. There were a lot of samples from 1500db for cast #12. It was decided to use only the first of these values since this appears to be a very noisy area. Differences greater than 0.02 and points for which the standard deviation of the CTD readings are greater than 0.01 were also excluded. There was a lot of scatter. When 5 outliers were removed the primary pressure-dependence disappears and the average difference is very close to that found in the surface samples, with the primary salinity low by 0.0031psu. The secondary scatter does not lead to an obvious definition of outliers, but if the same data points are used as for the primary there is still pressure-dependence. The average difference is -0.0040 which is quite different from the surface values. We have reason to expect one of the pairs of sensors to be pressure-dependent since the salinity differences clearly were. No further analysis was done on the secondary salinity.
3. Finally, time-dependence was examined in the deep samples and there was no obvious problem.

(See 2003-01comp.xls) 

The primary salinity will be selected for the archive and will be recalibrated by adding a +0.0030 offset.
No flags were added to the SAL files. The outliers were within a reasonable tolerance.
Fluorescence 

CHLA files were prepared from a spreadsheet provided by Janet Barwell-Clarke. These files were compared with the CTD FLUORESCENCE channel in the SAM files. The best fit is differences vs fluorescence. The data appears to fall into two groups:

1. When outliers are removed the data loosely fits a linear trend 
FL=5*CHL - 0.1

The slope appears to be a little less than that for FL<0.5 and slightly higher for 0.5<FL<2. There are no values above 2 for FL in the offshore area. 

2. The outliers are all from casts SI01, Argo 5, P4 and P8, which are closer to shore than all the other casts. Two of the casts were from the beginning of the cruise and two from the end. There is no obvious relationship to day vs. night sampling. For the outliers the results best fit is


FL=10*CHL – 5.8

If the trendline is forced through the origin the slope is 2.5, but the fit is poor. Not all data from those 4 casts are outliers; with two exceptions the outliers are samples for which the CTD fluorescence was greater than 0.75ug/l.
When the nearshore casts are considered as a group the fit is 




FL = 3 * CHL – 0.2 
It has been noticed before that the slope does go down with increasing concentration.

No extracted chlorophyll samples were identified as obviously bad.

DISSOLVED OXYGEN 
As in previous cruises using this sensor a three-step approach was taken to determining the correction of the dissolved oxygen channel. 

First, a comparison was done between the upcast bottles and the upcast data during a 5s-window around the bottle firing time to determine the basic calibration of the instrument. We assume that the sensors have reached equilibrium by the time the bottle is fired, but this is only true near the surface. The problems increase with pressure. It is probably wise to restrict the area we try to match to the upper 1100db with particular care over the top 200db. Besides the fact that the instrument doesn’t work well at those depths, there is a second reason to ignore the deepest bottle calibration data: the errors from the CTD sensor will reverse direction below the oxygen minimum complicating the analysis and making the fit above worse. So COMPARE was run with data from 0-1100db only and removing points with differences greater than 1ml/l and residuals greater than 0.3ml/l. The results show very little change with time, but considerable dependence on pressure and dissolved oxygen concentration. The fit versus oxygen concentration will be used for a first re-calibration. Whereas linear fits have been used for other cruises a 2nd order polynomial seems to fit this data much better. The results are as follows: 

Titrated oxygen = (SBE_DOX)-0.0163*(SBE_DOX)2 +0.2106*(SBE_DOX) - 0.0858
(See 2003-01dox-comp.xls)
A second run of COMPARE was made after applying the above equation and the results are satisfying. (See 2003-01dox-comp2.xls)
Given the poor time-response of the dissolved oxygen sensor on the CTD, this comparison does not justify changes to quality flags for the titrated values.
The second step in the analysis involved shifting the oxygen channel to improve the alignment relative to pressure. There is no “right answer”. The time to equilibrate depends on the local gradient and the definition of equilibration is open to question. There are many ways to approach this issue including:

· We could try to match identifiable features but these tend to occur near reversals in gradient where the error changes sign so it is very difficult to use it to estimate the shift. However, it can be used after doing a shift to judge its overall effectiveness.

· We can look at a cast with many stops for bottles and shift enough for the downcast to overlie the ends of the bottle stops from the upcast. The results are highly variable with shifts increasing with pressure. Once, again it is useful to plot such casts after a shift to judge its effectiveness.

· We can study the behaviour of the DOX during a stop for bottles and see how long it takes to reach equilibrium. Choosing casts with a flat sea-state and long enough bottle stops, we try to choose a consistent method for establishing equilibrium. I have tried using the point when DOX is within 0.05 or 0.01ml/l of the end point of the stop. As in the 2nd method time response is dependent on pressure, but it is clear that it is also dependent on oxygen concentration. One of the slowest responses was around 200db in cast #1 with extremely low concentration. Rough conditions lead to a lot of motion for most casts during stops making this method unsuitable.

· We can look for casts with few bottle stops and a fairly steady descent rate and compare the up and downcast, recording the offset between dissolved oxygen and temperature traces. The appropriate shift is that necessary to make the two offsets the same (so the offset is divided by 2 and by the average descent rate for both up and downcasts). While the descent rate was rarely steady it was high so this is the method chosen to make a 1st estimate of the offset. 

Estimates of about 13-15s fit data around 100-150db. The latter is a little higher than observations in other recent cruises when 9 to 10s shifts were noted. This may be a function of concentration and pressure. The lower estimates probably suit the depth of maximum change. Tests were done using offsets of from 220 to 360 records and the best results in the top 1000db are with +240 records (10s). 

After running SHIFT and DELETE a set of recalibrated, averaged and calibrated downcast files will be compared with the bottles to derive a correction of the time-response errors that remain after the shift. 

10. SHIFT

Dissolved Oxygen

Based on the analysis in the previous section the dissolved oxygen sensor was advanced by +220 records.
Conductivity
The routine SHIFT was used to align the conductivity.  The deck unit was one of the newer versions that advance both channels by 0.073s. Tests were run on casts #1 and 25 using shifts between –0.8 records and +0.4 records. After shifting, the data was put through DELETE then displayed in T-S space to look for the choice that “just” removes unstable salinity spikes without oversmoothing. The best results were with shifts of –0.1 records for the primary and -0.7 records for the secondary conductivity. For 2002-36 and 2002-39 the best results were with -0.2 and -0.3 records for both sensors.
Fluorescence
The offset between upcast and downcast fluorescence was compared to that of temperature in the same way as was done for dissolved oxygen to determine if alignment is needed. Noisy fluorescence data makes this a difficult comparison but estimates were made of 1m to 4m offsets, which implies about 0.5s to 1.5s lags. (This was calculated by dividing the offset by the average descent rate and by 2 since adjustments are made to both up and downcast). The fluorescence will be advanced by 24 records. 
11. DELETE
CLEAN was run to replace pad values in pressure with interpolated values.

The following DELETE parameters were used: 

 
Surface Record Removal: Last Press Min 

   
Maximum Surface Pressure (relative): 10.00

   
Pressure Tolerance: 1.0

Pressure filtered over 15 points

 
Swells deleted. Warning message if pressure difference of 2.00

 
Drop rates < 0.3m/s (calculated over 11 points) was deleted at all depths
 
Sample interval =  .0412 seconds.

COMMENTS ON WARNINGS: There were no warnings.
All DEL files were copied to EDT files.

12. DETAILED EDITING
Cast #37 was put through REVERSE and then DELETE to see if the upcast data is good enough to be used. The downcast data, both primary and secondary, was corrupted, probably by a jellyfish collision. The upcast is certainly better than the downcast but there is a lot of structure that may reflect poor flow in the CTD system.  A study was made comparing stations P13 to P15 of Line P from Jan/Feb of 2001, 2002 and 2003 to see if cast #37 is reasonable. While it looks quite different from P13 or P15 in 2003, it does resemble P12 and P13 of 2001 which also showed a lot of structure at similar levels. Cast #37 upcast will be edited and saved for the archive. A note will be entered in the headers that the cast may not as reliable as others.

The primary sensors were chosen for further processing because the secondary salinity showed some pressure-dependence. There are a lot of spikes in the T and C channels that sometimes look like shed wakes, but often they appear in either the primary or secondary channels but not both and the descent rate looks ok. This is probably due to an irregular flow-rate. This may be due to something in the plumbing of the instrument that interfered with the flow. As the package swings it might affect one side more than the other, varying with the orientation of the rosette. When this happens it does tend to reflect the descent rate even though the rate is high enough to prevent shed wakes. In either case the data needs to be edited either by smoothing it or removing it when it is not obvious how to smooth. While there are spikes in temperature the effect is most serious in the salinity so that is where most editing was done.
Page plots were produced. These plots were examined for spikes and instabilities and used to guide the use of CTDEDIT. Records were removed where there was evidence of shed wakes overwhelming the sensors since such problems will affect all channels. Temperature and salinity were cleaned where large spikes occurred. Small spikes were cleaned only if it was clear they were due to imperfect alignment of T & C. As mentioned there were many such spikes and in a few cases the records were removed because it was not at all clear how to edit.

All casts required editing.
Note was made of the editing details in the relevant files.
14. FINAL OXYGEN COMPARISON

The downcast data was averaged in 1m bins and thinned to depths corresponding to bottles. The DOX channel was recalibrated using the results of section 10 (2003-01rcal1.ccf) which corrects for the errors in the sensor itself. There are two sources of error in what remains - time response errors not fixed by SHIFT and real differences between up and downcast. Since we can not distinguish between the two we just hope the latter error averages out over many casts. A third run of COMPARE was done with the titrated values and the thinned, recalibrated downcast data (2003-01dox-comp3.xls). The differences were fairly flat with pressure so a simple offset (-0.25ml/l, based on the average of the points in the fit) was applied to the thinned files using calibration control file 2003-01rcal2.ccf. COMPARE was run again and the average difference between bottles and downcast CTD was -0.005ml/l (2003-01dox-comp4.xls).
The resulting DOX tends to be low by up to 0.5 in the top 100db, high by up to 0.8ml/l between 100 and 200db, ±0.25ml/l from 500 to 1300db and unreliable below 1300db. 
13. Other comparisons
Previous experience with these sensors –These sensors were recalibrated shortly before this cruise. They were used during 2003-02 which followed this cruise. The primary sensor was found to be low by about 0.002psu and the secondary by about 0.0048psu during that cruise. There was a lot of scatter and no sampling from below 600m.
Historic ranges – All data fell within the historic limits except the Saanich Inlet cast for which only large-scale WODB climatology was available.
Argo data – This step was done after recalibration as described in the next section. 

Since a number of casts were used to launch Argo floats a comparison was made (along lines of constant σt) between the CTD and floats at depth. Although separated in time by about 10 days we expect values around 2000db to be fairly close. For 2 of the CTD/ARGO float pairs, the deep values were very close; for the other two, the temperatures are different by about 0.03Cº and the salinities by about 0.003psu with the CTD having higher temperature and salinity. The values are reasonably close given that the floats spend 6 hours at the surface during which significant drift could occur. 
14. Recalibration
Recalibration was done in two steps using 2003-01rcal1.txt and 2003-01rcal2.txt. The first step corrects the SBE dissolved oxygen for sensor calibration errors. The second does a further correction to the dissolved oxygen to correct for time-response problems and corrects the primary salinity by applying an offset of +0.0030 and corrects the error in transmissivity (Tr*1.000836-0.000010). (see section 2).

15. SPECIAL FLUOROMETER PROCESSING (CLIP and FILTER)
A set of clipped EDT files (to 150db) were prepared and set aside for the use of Angelica Pena.
A median filter with fixed size 11 was applied to the SeaPoint fluorometer channel in the edited files to reduce spikiness. One cast was examined before and after this step and showed that the filter was effective.

The dark value was about 0.085(g/l.  

16. BIN AVERAGE
The following Bin Average values were applied to the filtered files for general use:

Bin channel = pressure



Averaging interval = 1.000
Minimum bin value =   .000

Average value will be used.

Interpolated values are NOT used for empty bins.

The same values were used for the BOT files except that the Bin Channel = Bottle Number.

After averaging, page plots were examined on screen and no further editing was deemed necessary.

17. Final Plots
THIN and DERIVE were run to obtain values for tables and page plots were prepared using the edited data.
18. REMOVE and REORDER
The following channels were removed from all casts: Scan_Number, Temperature:Secondary, Salinity:T1:C1, Conductivity:Primary, Conductivity:Secondary, Status:Pump, Bottle_Number Descent_Rate and Flag.
For casts 2 through 52 the PAR channel was removed.
The same channels were removed from the rosette files except that Bottle_Number was not removed.
The data format was corrected and specific comments added to the headers of casts #1 and 37 using EDIT HEADERS. The following note was added to all headers:

Transmissivity: The data are unedited.

Fluorescence:URU:Seapoint - The data are nominal and unedited. The data were

shifted by +24 records.

Oxygen:Dissolved:SBE - This channel was processed by shifting +220 records with 

respect to pressure before removal of any records. Recalibration was done in two 

steps, using files 2003-01rcal1.ccf and 2003-01rcal2.ccf as described in the

REMARKS section of the header. Only the first recalibration was applied to

bottle files.

The anticipated errors in oxygen are:

•
Low by up to 0.5 ml/l  from 0 to 100m

•
High by up to 0.8 ml/l  from 100 to 200m

•
±0.25 ml/l  from 500m to 1300

•
not reliable below 1300m The final files were named CTD and RAC. 
19. Producing final files
A cross-reference listing was produced.
The sensor history was updated.
Particulars (including notes from CTD Daily Log)

1.The data from the top 40m suggests that the flow rate was sub-optimal; there is a lot of small-scale variation in T and C that is not present in the upcast data.

20. Initial shallow cast to 10m removed using text editor (4076 records removed.)
37. The downcast data is bad around 300m and it is noted in the log that there was evidence of jellyfish parts on the conductivity cell. The upcast is better and will be used for this cast only.
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CRUISE SUMMARY

	Cruise ID#: 2003-01

	Dates:   Start: 4 February 2003                        End: 18 February 2003

	Location: Gulf of Alaska

	Vessel:   John P. Tully

	Party Chief: Robert M.


	CTD#
	Make
	Model
	Serial#
	Used with Rosette?
	CTD Calibration Sheet Competed?

	1
	SEABIRD
	911+
	0550
	Yes
	Yes
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CTD Calibration Information

Make/Model/Serial#:
SEABIRD/911+/
0550



Cruise ID#:

2003-01


	Calibration Information

	Sensor
	Pre-Cruise
	Post Cruise

	Name
	S/N
	Date
	Location
	Date
	Location

	Temperature
	2095
	23 Jan 2003
	Factory
	
	

	Conductivity
	2280
	23 Jan 2003
	“
	
	

	Secondary Temp.
	2710
	23 Jan 2003
	“
	
	

	Secondary Cond.
	2278
	23 Jan 2003
	“
	
	

	Fluorometer –pumped
	2356
	?
	IOS
	
	

	PAR
	4565
	7 Jul 2002
	
	
	

	Surface PAR
	16504
	22 Jul 2002
	
	
	

	Oxygen SBE43
	0047
	21 Aug 2002
	Factory
	
	

	Transmissometer
	498DR
	05 Dec 2002
	IOS
	
	

	Pressure Sensor
	75636
	4 Jun 1999


	Factory
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