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Processing of FSI CTD Data from ACW-99


Falmouth Scientific Micro-CTD Probe s/n 1534

Falmouth Scientific Micro-CTD Probe s/n 1598

Context

During March and April, scientists from the Institute of Ocean Sciences (DFO) traveled to Resolute Bay to complete a multi-parameter survey (temperature, salinity and chemical tracers) using CTD probe and bottle cast within the central sills region of the Canadian Arctic Archipelago. The work was conducted from the surface of landfast ice at locations reached by ski-equipped Twin Otter aircraft or Bell 206L helicopter. Sections were completed across Byam Martin Channel, Penny Strait, Cardigan Strait, Hell Gate, western Barrow Strait, Wellington Channel and eastern Barrow Strait. The sections were well resolved in the CTD survey where the station separation was 5-6 km. This survey was completed by helicopter. Water was acquired at up to 16 levels at two locations within each cross-section. The sampling sites were positioned to capture the buoyancy boundary current along each wall of the channel. This survey was carried out by Twin Otter. The map displays the locations of profiles that were acquired during the period March 28 to April 8.

FSI M-CTD probes provided temperature and salinity profiles during both surveys. These instruments recorded data internally. 

M-CTD (s/n 1534)

This M-CTD was deployed at the bottom of the line used for the bottle cast at sampling locations, just above the 25-kg lead weight that was necessary to minimize wire angle during the cast. The instrument sampled at minimum frequency (about 2 Hz; ( = 0) and recorded data internally. The instrument was stopped at 5-20 m intervals during the downcast to attach bottles, and at the same levels on upcast to remove them. During the latter half of the survey, we acquired a ‘decent’ CTD profile at each sampling site before the bottle cast by lowering the instrument to the seafloor at uniform speed. 
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The nominal sampling rate of the M-CTD as configured was 1.8 Hz (( = 0). At this sampling rate sensor outputs are integrated over 105 ms (according to the manual). The actual sampling rate was slower than the nominal value, about 1.623 Hz, presumably because ‘date/time’ was recorded in addition to the primary data stream (conductivity, temperature and pressure). 

The instrument was calibrated at Falmouth Scientific on 27 February 1999. This new calibration for conductivity yielded values higher by 0.09 - 0.11 mS cm-1 than the prior calibration of 23 May 1996. The calibration coefficients for pressure and temperature were unchanged from prior values, derived at FSI on 23 May 1996. After calibration of the CTD in February, a 1400-db pressure sensor was substituted for the 7000-db pressure sensor used in 1998. 

This CTD was again calibrated at the Institute of Ocean Sciences in June 1999. At this time, it was established that the stainless steel protective cage for the instrument had a large effect (??) on the indicated conductivity of the seawater in the calibration bath, despite the fact that the cage was designed to meet FSI specifications for clearance (no conductors within 7.5 cm of centre of cell). New calibrations were therefore derived with instrument mounted within the cage, as for field use. Conductivity values computed using the February coefficients were high by about 0.04 mS cm-1 relative to the June’99 calibration data. Corresponding temperature values were high by 25-65 mC, with the largest discrepancies in the temperature range typical of Arctic waters. 

Observations were recorded in scientific units, determined through use of a calibration table stored within the instrument (see below). In April 1999 the instrument used the calibration coefficients from 17 February 1999 listed below. Subsequent re-calibration is therefore implemented as a correction to these calibrations, rather than a calibration from original raw values.

S/N = 1534

S/N = 1534

VER = I.0

VER = H.8

CDATE = 17Feb99

CDATE = 21MAY96

Conductivity
Temperature
Pressure (1400 db f/s)

A01 = 7.619018e+01
A02 = 6.706564e-01
A03 = -4.503574e+00

A501 = 3.819031e+01
A502 = 1.591774e+01
A503 = 7.940275e+02

A1001 = 2.476492e-01
A1002 = 3.108448e+01
A1003 = 1.564395e+03

B01 = 7.901935e-06
B02 = -2.317800e-05
B03 = 3.125000e-04

B501 = 1.822803e-06
B502 = -2.056000e-05
B503 = 4.421800e-03

B1001 = -7.228598e-07
B1002 = -1.702900e-05
B1003 = 7.693600e-03

C01 = 2.239277e-09
C02 = -2.821210e-10
C03 = 1.738800e-07

C501 = 1.266642e-09
C502 = -1.180450e-10
C503 = 9.459300e-07

C1001 = 7.272759e-10
C1002 = -1.890760e-09
C1003  = 1.536800e-06

A1 = 2.321624e-02
A2 = -2.016589e-02
A3 = -2.187000e-01

B1 = 9.398204e-01
B2 = 1.047491e+00
B3 = 1.001102e+00

C1 = -3.802821e-05
C2 = -4.637278e-03
C3 = -1.605100e-06

D1 = 3.344590e-07
D2 = 1.035693e-04
D3 = 6.579800e-10





XOFF = 0.000000e+00



XGAN = 1.000000e+00



TAU = 0



Fitted curves for temperature and conductivity are displayed in attached plots.

A single temperature correction is used for all profiles. The correction of temperature is derived from laboratory calibrations of the instrument at Institute of Ocean Sciences in June 1999. For M-CTD s/n 1534 it is approximately ‑0.03(C and is implemented using equation 10,

-0.036313+T*(1+0.0041233+T*(-0.00049644+T*0.00001692))

The conductivity correction may vary from profile to profile, depending on the number of analyzed salinity samples available for comparison. The initial correction of conductivity is derived from laboratory calibrations of the instrument at Institute of Ocean Sciences in June 1999. For M-CTD s/n 1534 it is approximately -0.06 mS cm-1 and is implemented using equation 68,

-0.34072+C*(1+0.0157629+C*(-0.000203696+C*0.0))

Equation 68 also corrects for changes in the dimensions of the conductivity cell with temperature and pressure and converts conductivity in mS/cm to conductivity ratio. The FSI cell is made of alumina, for which the thermal coefficient is -7.5e-06 per degree and the pressure coefficient is 1.5e‑08 per dbar. These values implement small corrections to salinity equal to about 1 ppm for changes of 5( C temperature and 1500 db in pressure. The conversion to conductivity ratio for use with the Practical Salinity Scale (1978) uses a dividing factor of 42.914.

The correction to pressure (db) is represented by the following equation:

Pcor = P0 + P 

(0 < P < 1400 db). Here P0 is a correction to pressure based on the reading from the CTD when suspended at known depth during the bottle cast. 

M-CTD (s/n 1598)

This M-CTD was deployed on a single conductor cable controlled by the compact winch designed by FSRG for helicopter operations. A 5-lb iron sash-window weight was clipped to the protective stainless steel frame of the CTD via a 5-m nylon monofilament ‘touchdown line’. The instrument sampled at maximum frequency (about 4.5 Hz; ( = 4) and recorded conductivity, temperature, pressure and salinity values internally. Clock time was not recorded. After immersion in the ocean through a 20-cm hole augered through the ice, the probe was lowered to 15-m depth and permitted to equilibrate during a warm-up period. The operator monitored this data stream, and commenced the cast only when sensor drift had slowed to acceptable rate. The CTD profile was acquired by lowering the instrument to the seafloor at a uniform speed of about 1.5 m/s. Proximity to the seafloor was determined by a slackening of the line when the weight touched the bottom.
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The nominal sampling rate of the M-CTD as configured was 4.5 Hz (( = 4). At this sampling rate sensor outputs are integrated over 24 ms (according to the manual). The actual sampling rate was slower than the nominal value, about 3.715 Hz, presumably because salinity was calculated and recorded in addition to the primary data stream (conductivity, temperature and pressure). 

The CTD transferred a sub-sampled data stream (0.696 Hz, 1.44 s) to a PC in the helicopter via a slow-speed modem and the FSIAcq software. Unfortunately, a noisy slip-ring in the winch precluded the recording of a ‘clean’ data stream on the PC. Therefore the utility of the PC-logged data was restricted to monitoring data quality during the cast, and establishing the start and stop times of the profile via the header file on the PC. 

Water samples were not acquired specifically for calibration of this CTD. Instead, casts were completed close in space and time to bottle casts on most days of the survey. Also both CTD’s were several times operated (one above the other) for intercomparison.

The instrument was calibrated at Falmouth Scientific on 29 September 1998 and again on 11 February 1999. Only the coefficients for conductivity were changed in February 1999. The CTD was equipped with a 1500-db pressure sensor. 

This CTD was again calibrated at the Institute of Ocean Sciences in June 1999. At this time, it was established that the stainless steel protective cage for the instrument had a large effect (+0.035) on the indicated conductivity of the seawater in the calibration bath. This occurs despite the fact that the cage was designed to meet FSI specifications for clearance (no conductors within 7.5 cm of centre of cell). New calibrations were therefore derived with instrument mounted within the cage, as for field use. Conductivity values computed using the February coefficients were high by about 0.10 mS cm-1 relative to the June’99 calibration data. Corresponding temperature values ranged between being high by 14 mC (at -2(C) to 8 mC low (at 8(C). 

Observations were recorded in scientific units, determined through use of a calibration table stored within the instrument (see below). In April 1999 the instrument used the calibration coefficients from 11 February 1999 listed below. Subsequent re-calibration is therefore implemented as a correction to these calibrations, rather than a calibration from original raw values.

S/N = 1598M



VER = I.0



CDATE = 11Feb99



Conductivity
Temperature
Pressure (1400 db f/s)

A01 = 7.752932e+01
A02 = 4.241333e-01
A03 = 1.680699e+02

A501 = 3.892148e+01
A502 = 1.560855e+01
A503 = 1.811034e+03

A1001 = 3.331861e-01
A1002 = 3.058014e+01
A1003 = 3.461290e+03

B01 = 1.286662e-06
B02 = 2.258000e-05
B03 = -1.042800e-02

B501 = 5.841352e-07
B502 = 3.974900e-05
B503 = 8.431200e-03

B1001 = 2.907299e-07
B1002 = 5.608800e-05
B1003 = 2.300320e-02

C01 = 6.993502e-09
C02 = 1.999470e-08
C03 = 3.876000e-07

C501 = 2.526421e-09
C502 = 2.717480e-08
C503 = 2.766500e-06

C1001 = 5.447155e-10
C1002 = 3.297250e-08
C1003  = 5.238100e-06

A1 = 5.615231e-03
A2 = -2.522402e-02
A3 = -2.007200e-01

B1 = 9.072246e-01
B2 = 1.046820e+00
B3 = 1.012571e+00

C1 = -4.772195e-05
C2 = -4.484897e-03
C3 = -1.110100e-05

D1 = 3.997164e-07
D2 = 9.971023e-05
D3 = 2.162900e-09





XOFF = 0.000000e+00



XGAN = 1.000000e+00



TAU = 4



Fitted curves for temperature and conductivity are displayed in attached plots.

A single temperature correction is used for all profiles. The correction of temperature is derived from laboratory calibrations of the instrument at Institute of Ocean Sciences in June 1999. For M-CTD s/n 1598 it is approximately 0(C and is implemented using equation 10,

-0.004160+T*(1+0.0033563+T*(-0.00032895+T*0.0000100177))

The conductivity correction may vary from profile to profile, depending on the number of analyzed salinity samples available for comparison. The initial correction of conductivity is derived from laboratory calibrations of the instrument at Institute of Ocean Sciences in June 1999. For M-CTD s/n 1598 it is approximately -0.08 mS cm-1 and is implemented using equation 68,

-0.02685+C*(1- 0.002962757+C*(2.60937E-005+C*0))

Equation 68 also corrects for changes in the dimensions of the conductivity cell with temperature and pressure and converts conductivity in mS/cm to conductivity ratio. The FSI cell is made of alumina, for which the thermal coefficient is -7.5e-06 per degree and the pressure coefficient is 1.5e‑08 per dbar. These values implement small corrections to salinity equal to about 1 ppm for changes of 5( C temperature and 1500 db in pressure. The conversion to conductivity ratio for use with the Practical Salinity Scale (1978) uses a dividing factor of 42.914.

The correction to pressure (db) is represented by the following equation:

Pcor = P0 + P 

(0 < P < 1500 db). Here P0 is a correction to pressure based on the reading from the CTD when suspended at known depth during the bottle cast. 

Processing Steps

Data were processed within the IOSSHELL package at the Institute of Ocean Sciences. The following steps were taken:

1. Review the station documentation. Identify the deployment configuration used for each profile (solo via hand winch, solo with electric winch, interrupted during bottle cast).

2. Rename files from Micro-CTD designation (mctd001.dat) to CastNo designation (9907nnnn.dat, where ‘nnnn’ is the CTD sequence number) according to the station documentation. 

3. Find the any lines ‘+00.0000 ,+00.0000 ,+000.000 ,00:00:00 00-00-0000’. A pair of such lines mark cast boundaries in the M-CTD file. Verify that each file contains data from only one cast. Delete these lines.

4. Determine the sampling interval for each file from the recorded times and record numbers. The actual sampling interval is only approximately related to the tau set-up parameter. Confirm that the sampling interval is 252 ms (for JOIS-98) within achievable precision. Precision is controlled by the 1-second resolution of recorded time, and is calculated as SampleInt*(1/DurationOfCast).

5. If the sampling interval is anomalous, search by scrolling through the data file for scans with anomalous format. These are usually indicators of missing data. Use the time channel to determine the number of records missing. Insert the correct number of lines as flag data.

6. Convert the Micro-CTD files to IOS format using the IOSSHELL conversion routine. This routine expects comma-separated data including data/time, but does not produce output columns containing time data. Instead, it decodes time from the first line of the file as the start-time entry for the header, and takes the sample-interval entry for the header from the sampling frequency (records/second) specified in the cnf file. Ensure that the value specified corresponds to the sample interval in (4): 

! # channels,#records/second,'serial #'

3,1.623,'1534'

! 'Name',       'Raw Unit',  'Cal Unit',  'Serial #', 'Format'

'Conductivity', 'mS/cm',     'ratio',     'n/a',      'F8.4'

'Temperature',  'celsius',   'celsius',   'n/a',      'F9.4'

'Pressure',     'db',        'db',        'n/a',      'F8.2'

! # channels,#records/second,'serial #'

4,3.715,'1598'

! 'Name',       'Raw Unit',  'Cal Unit',  'Serial #', 'Format'

'Conductivity', 'mS/cm',     'ratio',     'n/a',      'F8.4'

'Temperature',  'celsius',   'celsius',   'n/a',      'F9.4'

'Pressure',     'db',        'db',        'n/a',      'F8.2'

'Salinity',     ' ',         ' ',         'n/a',      'F8.4'

7. Determine the pressure values recorded prior to (if available) and subsequent to each CTD cast. Compare these values to detect systematic drift between the start and end of the cast, and to determine the pressure offset to be applied during calibration to each individual cast. Offsets vary with air pressure and with recent history of use (because of hysteresis). There may be appreciable (as much as 2 db) drift in pressure correction during warm-up of the instrument in the few minutes following power on.

In some instances (e.g. ACW stations in April 1999), the CTD was held at 15 m depth during the time required for stabilization of the CTD electronics. If a data record is available from this time, use the pressure recorded at the end of the stabilization period to compute the pressure correction from the known pressure at 15 m depth (15.1 db).

8. Plot the three primary channels (pressure, temperature, conductivity) of each file versus record number in separate panels on one page using Grapher. Plotting routines provided in IOSHELL are not the most versatile for this purpose. Use a standard set of axes and Grapher’s multiple-file plotting capability. Do not plot more than 600 data values per inch. The deeper profiles will require special (multiple-page) treatment.

9. Examine each plot to determine the approximate record numbers of the start of the cast, the end of the down cast and of obviously spiky data that need editing attention. The M-CTD record in all channels may contain ‘glitches’ in the form of an abrupt change in value followed by an exponential decay to proper values over 20 seconds (cause unknown). Because of their long duration, these anomalies must be repaired with care (i.e. linear interpolation is not necessarily good enough), particularly if they occur in T or C. Annotate each plot with editing decisions for reference during actual file correction.

10. Using the Clip programme, guided by the annotated plots, delete the unneeded records prior to the start of the downcast (leaving a leader of about 25 records at minimum pressure) and after the end of the downcast. 

11. Using the View_Edit programme, guided by the annotated plots, activate the Aspike feature and examine the spikes that this routine identifies as suspect. Fine-tune the Aspike control parameter. Activate interpolation by Aspike, frame by frame, following subjective approval of the changes that this routine suggests. Deal with difficult situations manually. The automatic despiking routines available in IOSSHELL, which do not permit human intervention, are not flexible enough to deal with the very sharp transitions in temperature and conductivity and temperature at the base of the seasonal thermocline in the Arctic in summer.

12. Various problems with the design and operating configuration of the FSI CTD’s conspire to yield measured sequences of ocean temperature and conductivity that are asynchronous and have different bandwidths. If these are combined directly in the computation of salinity, the precision of the result is low and there are large systematic errors. This problem results from a serious error in the design of the FSI CTD’s. 

An ad hoc (but only partial) solution to this problem is described in an attachment to this processing narrative. The bandwidth of the conductivity channel is reduced by convolving the data series with a impulse response function that has been designed to make the time response characteristic for conductivity the same as that for the slower temperature sensor. As a result, the two time series are optimally matched for the calculation of salinity. The match is not perfect for two reasons: a) the conductivity signal is aliased because the sampling frequency (4 Hz) is much lower than the Nyqvist frequency (20 Hz) of the signal; b) spatial averaging over the sampling volume for conductivity is ignored; c) differences in fall speed are ignored.

Because of differing sensor-response characteristics, the pressure, temperature and conductivity time series are not synchronous. Moreover, the numerical convolution introduces an additional delay in the conductivity response, which can be calculated from the impulse response for all CTD variables except temperature. The relative timing of conductivity and temperature outputs must be determined by trial and error to achieve best results in computing salinity. 

A pair of QuickBasic45 programs (MCTDelay.exe and ICTDelay.exe) is available to determine the delay in temperature that is optimal for salinity calculation. The latter assumes that the platinum sensor is the source of temperature data, since the output of the fast-response thermistor drifts badly (> 30 m(C) over times measured in tens of minutes. The programs work from a file (MCTD-ImR.lis or ICTDImR.lis) that contains the empirical impulse response correction sampled at 5 ms intervals. These programs calculate salinity for four different delays in temperature. Delays for temperature in the range of 100-500 ms are suggested.

A graphical examination of the salinity series is the easiest route to choice of the ‘best’ delay. Because of aliasing during sampling, processing with the ‘best’ delay will not in general provide a useable profile of salinity. The computed profile must be smoothed using a running average of at least 1-s duration (5 points). Near the surface, vertical gradients in salinity are steep, so that an average over this period will generally produce the desired monotonic increase in salinity (typical of Arctic waters) without flattening the gradient. At greater depth, where the salinity gradient is weaker, the computational noise in salinity dominates the background gradients and a longer averaging period is desirable. While using the output of MCTDelay.exe or ICTDelay.exe, examine various running averages of the salinity time series graphically, to determine the filter length that is ‘best’. Averaging intervals may range from 5 points (1.25 s) near the surface to 19 points (4.75 s) at depth.

The optimum value for the temperature delay may vary between profiles, particularly if different deployment methods were used (e.g. ship-board winch, hand-line from launch, hand-line from helicopter). A winch deployment with a heavy weight beneath the probe yields the most consistent values for delay. Hand-line methods preclude heavy stabilizing weights and station-keeping can be poor. Some trial and error testing for delay may be required.

13. Once a suitable temperature delay has been determined, a pair of ad hoc programs in QuickBasic45 (MCTDAdj.exe and ICTDAdj.exe) is available for use within the data-processing sequence to apply bandwidth and timing corrections to the temperature and conductivity series. 

14. Run the IOSSHELL programme Delete (swells/low-drop) to eliminate looping in the pressure sequence that is caused by waves and results in the instrument sampling the wake of profiling package. Suggested parameter values are: no filtering of pressure (other than 1-s average by instrument), low-speed cut-off at 0.5 m/s, computed over 2 s. Swells are not a serious issue in the sheltered waters of the Canadian Arctic Archipelago. 

15. Run the IOSSHELL programme calibrate.exe to derive a preliminary version of the calibrated CTD profile. IOSSHELL calibrations must be carried out in two stages, as outlined in a sub-section that follows. During use, M-CTD 1534 calculated pressure, temperature and conductivity using calibration coefficients derived in May 1996 by FSI (the protective cage, which influences the conductivity calibration was not installed for this calibration run). These ‘raw’ values must be adjusted on the basis of calibrations carried out at Institute of Ocean Sciences in June 1999 and during the cruise in September 1998. 

16. Extract values of p, T and C from the calibrated downcast profiles at the levels where seawater was sampled for salinity. Calculate the conductivity that the sample would have at the depth and temperature of acquisition from the analyzed salinity, using the calibrated values of pressure and temperature derived from the CTD. Calculate the cell constant as the ratio of the conductivity calculated from analyzed salinity to that derived from the CTD. Examine cell constants to determine if a) profiles should be calibrated individually based on salinity samples; b) the cell constant varies consistently with pressure throughout the cruise; c) a single cell constant will suffice for all depths and all profiles. 

17. Re-calibrate the downcast profile data using the derived cell-constant value in place of the value ‘1’ used in the original raw calibration.

18. The IOSSHELL Boxcar filter offers the option of changing the averaging window with increasing depth. For JOIS-98 M-CTD data, a 5-point average through the seasonal thermocline and a 7-point average at greater depth may be suitable. For the I-CTD, which uses a slower temperature sensor, a 7-point average down to 100 db, an 11-point average over 100-300 db and a 19-point average at depth greater than 300 db could be appropriate.

Plot processed/calibrated channels (pressure, temperature, conductivity ratio and salinity) as time series and as temperature-salinity correlations. Evaluate the results of editing, time compensation and averaging. Several different plotting windows must be used to permit close inspection of ‘noise’ in salinity at the 0.01 level at depth where the vertical salinity gradients are weak. Prepare a list of required editing. Re-iterate steps 12 to 17 as required. 

The optimum value for the temperature delay may vary between profiles, particularly if different deployment methods were used (e.g. ship-board winch, hand-line from launch, hand-line from helicopter). Some trial and error testing for delay may be required.

Smooth the time series of pressure using the Boxcar filter with a length of about 1 db (5 points for JOIS-98 data).

19. Using the View_Edit programme, display the calibrated salinity and the *.del file output from step 14. Delete records from the *.del files prior to the local salinity minimum at the start of the profile (typically at 2-5 m depth if one exists). This is an area in which the CTD is coming up to speed, and the water column may be disturbed by the presence of the ship (draft 10 m). Also delete problem scans that may lurk at the end of the profile.

20. Repeat steps 17-19 as needed, using the edited *.del files and the revised calibration files.

21. When confident that no further improvement can be achieved via ‘tweaking’, edit residual wiggles in salinity using the View_Edit programme to establish a monotonic increase in salinity with depth. Wiggles can remain in the profiles despite time compensation because the original sampling was too slow relative to the response time of the conductivity cell, because aliased fluctuations remain in the data stream or because the CTD was not falling at constant speed or in vertical orientation. Aliasing problems are most likely in the abrupt seasonal thermocline or in interleaved layers of warm or cold water at greater depth. 

A useful guide to editing is a computation of the vertical gradient of potential density (gamma). This can be carried out within IOSSHELL. Compute the derivative over 3 data points. Examine the minimum value of the gradient reported in the statistics section of the Institute of Ocean Sciences header for this channel. If the minimum value is more negative than -0.1 kg/m/db, plot the temperature and salinity profiles to guide the decisions necessary to ‘correcting’ the salinity profile where density inversions occur. In general, all density inversions are not physically reasonable. The only exception might be in narrow shallow channels where strong currents flow (e.g. Hell Gate or Cardigan Strait).

22. Plot data in T-S form in groups related to the geographic distribution of stations, for quality assessment. Compare with historic data where available.

23. Use the IOSSHELL programme Removech.exe to eliminate all channels in the file but Pressure, temperature and salinity. The resulting *.cvu files, copied to *.ctd become the archival product for this data set.

24. Use the IOSSHELL programme Derive.exe to compute gamma, depth and sound speed. 

25. Rename the *.ios files resulting from step 1, *.raw. Rename the *.del files resulting from step 14, *.edit. Rename the calibrated/edited *.cvu files resulting from step 21, *.cal. Rename the *.der files resulting from step 24, *.final.

26. Use the IOSSHELL programme sep_comb.exe to split the *.raw, *.edit, *.cal and *.final files into separate .header_ and *.data_ files for archival on the VAX.

27. Rename the files from 99070nnn.* to archipelago_acw99_ctd_070nnn.*

Calibration Details 

IOSSHELL calibrations must be carried out in two stages identified as ‘Raw’ and ‘Correct’, via separate runs of the Calibration programme.

Raw

The only action to be achieved under this step is the correction of conductivity values by a multiplier determined from a comparison of salinity from bottle samples and salinity derived by the CTD at the depth of sampling. This calibration uses equation 10. In the initial pass to obtain calibrated CTD data for comparison with bottles, use (0, 1, 0, 0) for the coefficients. In the re-calibration, replace the linear coefficient with the cell constant.

During ACW-99, many bottle samples were analyzed for salinity.

The cell constant is derived by the following method. 

1) Extract values of p, T and C from the calibrated downcast profiles at the levels where seawater was sampled for salinity

2) Calculate the conductivity that the sample would have at the depth of measurement from the analyzed salinity, and the calibrated values of pressure and temperature derived from the CTD

3) Calculate the cell constant as the ratio of the conductivity calculated from analyzed salinity to that derived from the CTD

Correct

Under this step, pressure, temperature and conductivity are adjusted from nominal values by corrections derived from subsequent laboratory calibration. 

Pressure corrections must be applied individually to profiles by adding the negative of the pressure offset in air. Use equation 10 and the offset value determined when the probe was placed in the water at the start of the profile.
 

A single temperature correction is used for all profiles. 

The conductivity correction may vary from profile to profile, depending on the number of analyzed salinity samples available for comparison. It is applied using equation 68. Equation 68 also corrects for changes in the dimensions of the conductivity cell with temperature and pressure and converts conductivity in mS/cm to conductivity ratio. 

Points to Note

Instrumental Data Spiking

Many of the 1598 profiles contained the characteristic spike / exponential recovery features identified in the JOIS-98 casts, most commonly in conductivity, but occasionally in pressure and temperature. 

Unusable Profiles

Cast 65 (s/n 1534) displayed numerous problems, including nearly continuous spikes throughout the profile. Because cast 12 is a near replicate of cast 65 in time at this location, cast 65 was discarded. 

Sensor Drift

During this survey, each CTD was allowed to stabilize at a fixed depth between 5 and 15 m for 3-5 minutes, depending on prior use. During this time, the output of all sensors drifted in value. For pressure, the drift was to lower values by about 3 db. Data had decreased to within 0.5 db of their asymptotic value after a warm-up period of about 3 minutes. 

Pressure Correction

Pre-cast pressure errors following drift at fixed depth were compared with post-cast errors in air for all casts. Differences were typically 0.5 db or less, and consistent with continued drift in presure to lower values. Because the out-of-water pressure was judged to provide the more stable calibration, this value was used to calculate the pressure correction. 

For instrument 1534, all pressure corrections fell within 1 dbar of each other, so a single correction was used for all casts. For instrument 1598, there was sufficient variability in the out-of-water pressure that an individual correction was calculated for each cast. 

Temperature Correction for s/n 1598

Both micro-CTD’s were operated on the same line at station PS03 (profiles 55 and 56). The temperature values from instrument 1598 exceeded those from instrument 1534 by about 0.01(C, and were higher than freezing temperature by about the same amount. This comparison was used to justify the correction of all temperatures from s/n 1598 during the ACW99 survey by -0.010(C. 

Conductivity Correction for s/n 1534

This instrument was used in association of the water sampling activity. Water samples were acquired via bottle cast, with the CTD attached at the bottom of the line. The cast was stopped at intervals of 5, 15 or 20 m to attach a bottle. Thus the downcast was not continuous, and took as long as 5000 scans (50 minutes). Water samples were collected within an interval of a 2-3 minutes via messenger drop at the end of the downcast.

Partway through the survey, the CTD was run down to the seafloor without interruption prior to the start of the bottle cast. This operation provided a profile of better quality than that from the bottle cast, but further separated in time.

Effects of change in salinity profiles were evident in comparisons of bottle salinities and CTD values. These were most pronounced at station PS03 (casts 7, 54, 55, 56).

Salinity from bottles was first compared with the pre-cast and bottle-cast salinity from CTD’s separately. Since the statistical properties of the salinity differences from the two comparisons were very similar, the data sets were combined to derive a correction to conductivity. First, serious outliers (more than 0.2 in salinity) were removed from consideration. Then a regression line was fitted to Cell Factor vs Conductivity Ratio. Cell factor is the ratio of the conductivity value derived from bottle salinity, pressure level and calibrated CTD temperature to the value from the CTD. Points more than two standard errors from the fitted line were removed and the fit was re-computed. The final regression equation is:

Factor = 1.01854076 - 0.0347703 * R.

Over the range of conductivity ratios encountered in this survey (0.58, 0.76), the factor varied between 0.998374 and 0.992115.

Conductivity Correction for s/n 1598

This instrument was not used directly in association of the water sampling activity. Therefore, bottle values for comparison with this instrument are available only for those times when the instrument was carried to a site where sampling was occurring. There were six such profiles (Nos. 26, 27, 39, 55, 59, 79). Since the proximity of these casts to bottle data in space and time was not always optimum, calibration corrections were derived from a smaller subset: #26 (5m, 20m, 40m), #27, #39, #39, #79. A cell factor independent of conductivity was derived from these data. Prior to CTD temperature correction, the value of the cell factor was 0.999775. After correction of CTD temperature, the value decreased to 0.999470. The latter value was used in data processing.

Intercomparison of CTD’s for Conductivity at Site PS03

Both micro-CTD’s were operated on the same line at station PS03 (profiles 55 and 56). Instrument 1598 was attached directly below instrument 1534 using a pair of small stainless steel shackles. The close correspondence of temperature values from both CTD’s has already been discussed. The salinity curves were congruent and close in value over 0-120 m depth. However, they diverged progressively below this depth, while remaining congruent, to a maximum separation of about 0.055 near the seafloor at 250 m. This profile for s/n 1598 (No 55) is anomalous relative to others used in calibrating this CTD for conductivity. The reason is not known. Cast 55 was not used in the calibration of this CTD for conductivity.

Bad Bottles

The following bottles are noted for discrepancy in salinity exceeding 0.1 relative to the CTD profile, probably related to temporal variation.

#07: 60-240 m

#09: 5 m

#10: 9, 200 m

#11: 5 m

#26: 60, 80, 140 m

#55: 120, 180, 200, 220, 240 m

#56: 180 m

#62: 5, 15 m

#63: 5, 200, 220 m

#64: 5 m

The following bottles are judged bad on the basis of unreasonable discrepancy in salinity relative to the CTD profile.

#26: 15 m
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� No clear interpretation is available for the observed variation of pressure offsets over a 5-db range. On some casts the offsets before and after the CTD cast differed greatly. On others they did not. There was no pattern in this difference that could be correlated with day-of-use, deployment technique (ship, launch, helo) or maximum pressure reached during the cast.
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